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Preface

Almost 24 years ago, the 1999 EUSFLAT-ESTYLF Joint Conference was held in Palma. This conference, which
took place from September 22 to 25, 1999, was organized by the University of the Balearic Islands and the
European Society for Fuzzy Logic and Technology (EUSFLAT) and it was the first edition of the conferences
of this society, a�er its foundation that same year. A�er the success of the first edition, this conference
has been organized every two years in many European towns. Namely, Leicester (United Kingdom), Ziau
(Germany), Barcelona and Gijon (Spain), Ostrava and Prague (Czech Republic), Lisbon (Portugal), Aix-Les-
Bains (France), Milano (Italy), Warsaw (Poland) and Bratislava (Slovak Republic) have been the venue for
subsequent editions. Now, on the eve of the 25th anniversary, it is time for the EUSFLAT conference to
return to its origins, back to its roots.

The world has changed a lot since 1999. However, some facts remain stable. The aim of the conference,
in line with the mission of the EUSFLAT Society, is to bring together theoreticians and practitioners working
on fuzzy logic, fuzzy systems, so� computing, and related areas and to provide for them a platform for the
exchange of ideas, discussing newest trends and networking. During these years and due to the successful
development of fuzzy logic and the corresponding technology, interest in fuzzy logic has been growing steadily,
and the EUSFLAT conference has been the main European conference in this scientific field. However, despite
being a predominantly European conference, many researchers from other continents aend the EUSFLAT
conferences edition a�er edition, recognizing that they constitute a reference point every two years for
important advances in the lines of research associated with this field. In the specific case of the Balearic
Islands, it should be noted that since the late 1980s an intense research in fuzzy logic has been developed
within the framework of the research group led by Gaspar Mayor and Joan Torrens, who are now happily
retired. The new generation took the baton and the responsibility of organizing this edition of the EUSFLAT
conference.

This 2023 edition of the EUSFLAT conference was co-located for the second time with two traditional
events, namely with AGOP 2023 - International Summer School on Aggregation Operators; and with FQAS
2023 - International Conference on Flexible Query Answering Systems. We would like to express our thanks
to the management of these events for sharing the vision of the joint multiconference. Special mention
should be given to the AGOP summer school, with which these proceedings are shared. The AGOP summer
school is organized biannually by the AGOP working group of EUSFLAT, reaching this year its 12th edition
a�er its birth in 2001 in Oviedo (Spain). This event focuses on aggregation functions, a family of operators
which have numerous applications, including, but not limited to, data fusion, statistics, image processing
and decision making.

Therefore, this volume constitutes the book of abstracts of the 13th Conference of the European Society
for Fuzzy Logic and Technology (EUSFLAT) and the 12th International Summer School on Aggregation Oper-
ators (AGOP). The works included in the book of abstracts have been subject to a thorough review process
by at least two highly qualified peer reviewers, by using a single-blind process. The volume contains very
aractive and up-to-date topics in fuzzy logic and related fields, which will result in significant interest of
the international research communities active in the covered areas. Special gratitude is due to the extremely
relevant role of the organizers of the special sessions. Thanks to their vision and hard work, we have been
able to collect many papers on focused topics which we are sure will result, during the conference, in very
interesting presentations and stimulating discussions at the sessions. It should be noted that for EUSFLAT
and AGOP 2023, 71 full papers and 90 abstracts (161 submissions in total) were submied from which 61
full papers have been accepted.

Finally, we would like to express our gratitude to all chairs and the organizing team for making these
conferences possible. We believe that we will experience an excellent and unforgeable conference. We hope
that you enjoyed it and that it brought home many new fruitful ideas for your research, and also that you
enjoyed this beautiful island, Mallorca, the largest island in the Balearic Islands, set in of the Mediterranean
Sea, with its great beaches, amazing atmosphere and cultural richness.

September 2023 Sebastia Massanet
Susana Montes

Daniel Ruiz-Aguilera
Manuel González-Hidalgo
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Michal Baczyński University of Silesia in Katowice, Poland
Luis Magdalena Universidad Politécnica de Madrid, Spain
Peter Sussner University of Campinas, Brazil

Grants and Awards Chairs

Christophe Marsala Université Pierre et Marie Curie, France
Javier Montero Universidad Complutense de Madrid, Spain
Eulalia Szmidt Polish Academy of Sciences, Poland

Organizing Commiee

Isabel Aguiló Universitat de les Illes Balears, Spain
Pedro Bibiloni Universitat de les Illes Balears, Spain
Raquel Fernandez-Peralta Universitat de les Illes Balears, Spain
Manuel González-Hidalgo Universitat de les Illes Balears, Spain



Organization V

Sebastia Massanet Universitat de les Illes Balears, Spain
Arnau Mir Universitat de les Illes Balears, Spain
Marc Munar Universitat de les Illes Balears, Spain
Juan Vicente Riera Universitat de les Illes Balears, Spain
Daniel Ruiz-Aguilera Universitat de les Illes Balears, Spain
Lidia Talavera-Martínez Universitat de les Illes Balears, Spain
Llorenç Valverde Universitat de les Illes Balears, Spain

SS1: Interval uncertainty. Organizers

Martine Ceberio University of Texas at El Paso, USA
Vladik Kreinovich University of Texas at El Paso, USA

SS2: Information fusion techniques based on aggregation functions,
preaggregation functions and their generalizations. Organizers

Humberto Bustince Universidad Pública de Navarra - UPNA, Spain
Graçaliz Pereira Dimuro Universidade Federal do Rio Grande, Brazil
Javier Fernández Universidad Pública de Navarra - UPNA, Spain
Tiago da Cruz Asmus Universidade Federal do Rio Grande, Brazil

SS3: Evaluative linguistic expressions, generalized quantifiers and applications.
Organizers

Vilém Novák University of Ostrava, Czech Republic
Petra Murinová University of Ostrava, Czech Republic
Stefania Boffa University of Milano-Bicocca, Italy

SS4: Neural networks under uncertainty and imperfect information. Organizers

Humberto Bustince Universidad Pública de Navarra - UPNA, Spain
Javier Fernández Universidad Pública de Navarra - UPNA, Spain
Iosu Rodríguez-Martínez Universidad Pública de Navarra - UPNA, Spain
Mikel Ferrero-Jaurrieta Universidad Pública de Navarra - UPNA, Spain
Jonata Wieczynski Universidad Pública de Navarra - UPNA, Spain

SS5: Imprecision modeling and management in XAI systems. Organizers

Ciro Castiello Università degli Studi di Bari Aldo Moro, Italy
Marie-Jeanne Lesot Sorbonne Université, France
Corrado Mencar Università degli Studi di Bari Aldo Moro, Italy

SS6: Recent trends in mathematical fuzzy logics. Organizers

Stefano Aguzzoli Università degli Studi di Milano, Italy
Brunella Gerla Università dell’Insubria, Italy

SS7: Fuzzy graph-based models: theory and application. Organizers
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Močkoř, Jiří University of Ostrava, Czech Republic
Montero, Javier Universidad Complutense de Madrid, Spain
Montes, Susana Universidad de Oviedo, Spain
Murinová, Petra University of Ostrava, Czech Republic
Navara, Mirko Czech Technical University, Czech Republic
Nguyen, Phuong Thang Long University, Vietnan
Noguera, Carles University of Siena, Italy
Novák, Vilém University of Ostrava, Czech Republic
Nurmi, Hannu University of Turku, Finland
Ojeda-Aciego, Manuel Universidad de Málaga, Spain
Olivas, José Angel Universidad de Castilla-La Mancha, Spain
Pérez-Fernández, Raúl Universidad de Oviedo, Spain
Perfilieva, Irina University of Ostrava, Czech Republic
Petrík, Milan Czech University of Life Sciences Prague, Czech Republic
Pivert, Oliver University of Rennes, France
Portmann, Edy University of Fribourg, Switzerland
Prade, Henri Centre national de la recherche scientifique, France
Reformat, Marek University of Alberta, Canada
Riera, Juan Vicente Universitat de les Illes Balears, Spain
Rodríguez-Martínez, Iosu Universidad Pública de Navarra, Spain
Romero, Francisco P. Universidad de Castilla-La Mancha, Spain
Rovea, Stefano University of Genoa, Italy
Ruiz-Aguilera, Daniel Universitat de les Illes Balears, Spain
Ruiz, María Dolores Universidad de Granada, Spain
Sadeghian, Alireza Toronto Metropolitan University, Canada
Sanchez, Daniel Universidade Estadual de Campinas, Brazil
Seising, Rudolf Deutsches Museum, Germany
Serrano-Guerrero, Jesús Universidad de Castilla-La Mancha, Spain
Seselja, Branimir University of Novi Sad, Serbia
Sessa, Salvatore Università degli Studi di Napoli Federico II, Italy
Skowron, Andrzej University of Warsaw, Poland
Slezak, Dominik University of Warsaw, Poland
Sostak, Alexandre University of Latvia, Latvia
Sousa, João Miguel da Costa Universidade de Lisboa, Portugal
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A model based on multiple one-period possibilistic Markov chains to simulate the tourist flow
generated by a cruise ship docked in Palma’s port . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

M.D.M. Bibiloni-Femenias, José Guerrero, J.-J. Miñana, and O. Valero

Ordinal sum of commutative semigroups on bounded laices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Martin Kalina

Characterizing discrete (S,N )-implications generated from a non-smooth negation . . . . . . . . . . . . . . . 66
Marc Munar, Sebastia Massanet, and Daniel Ruiz-Aguilera

Characterization and construction of the continuous completions of some pre-t-norms . . . . . . . . . . . . 67
Raquel Fernandez-Peralta, Sebastia Massanet, Andrea Mesiarová-Zemánková, and Arnau Mir

IV SS1: Interval uncertainty

Necessary and sufficient conditions for differentiability of interval-valued functions . . . . . . . . . . . . . . 71
Beatriz Hernández-Jiménez, Rafaela Osuna-Gómez, Tiago M. Da Costa, and Antonio Pascual-Acosta

Interval-based extensions of Nominal classification method and its application in disease diagnosis . 73
Debashree Guha, Soumita Guria, and Bapi Dua

Nonrepresentable geometric means on interval values sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
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XI SS9: Fuzzy implication functions

A new approach to subgroup discovery based on fuzzy implication functions . . . . . . . . . . . . . . . . . . . . 125
Raquel Fernandez-Peralta, Sebastia Massanet, and Balasubramaniam Jayaram



XVI Organization

On laice structures on the set of Yager’s implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
Isabel Aguiló, Vikash Kumar Gupta, Sebastia Massanet, Juan Vicente Riera, and Nageswara Rao
Vemuri

Some generating methods of Interval-valued Fuzzy Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Vikash Kumar Gupta, Sebastia Massanet, and Nageswara Rao Vemuri

On the monotonicity of Fuzzy Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
Nageswara Rao Vemuri

XII SS10: New challenges and ideas in statistical inference and data analysis

Approximated Gibbs sampling for continuous fuzzy numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Antonio Calcagnì and Przemyslaw Grzegorzewski

XIII SS12: Representing and managing uncertainty: different scenarios,
different tools

Multi-class classification based on interval modelling for datasets with large number of conditional
aributes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

Urszula Bentkowska, Wojciech Gałka, Marcin Mrukowicz, and Aleksander Wojtowicz

On the resolution of optimization problems subject to bipolar fuzzy relation equations . . . . . . . . . . . 136
M. Eugenia Cornejo, David Lobo, and Jesús Medina

A comprehensive study of value reducts and bireducts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
M. Eugenia Cornejo, Fernando Chacón-Gómez, Jesús Medina, and Eloísa Ramírez-Poussa

On the Granular Representation of Fuzzy Quantifier-Based Fuzzy Rough Sets . . . . . . . . . . . . . . . . . . . 138
Adnan Theerens and Chris Cornelis

A new algorithm for fuzzy rough rule induction with granular computing . . . . . . . . . . . . . . . . . . . . . . . 139
Henri Bollaert, Chris Cornelis, Salvatore Greco, and Roman Słowiński
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Construction and representation of associative functions

Andrea Mesiarová-Zemánková1,2

1 Mathematical Institute, Slovak Academy of Sciences, Štefánikova 49, 814 73 Bratislava, Slovakia
2 Institute for Research and Applications of Fuzzy Modelling, University of Ostrava, CE IT4Innovations, 30. dubna 22,
70103 Ostrava, Czech Republic

The ordinal sum and lately also the z-ordinal sum are construction methods widely used for construction
and representation of associative aggregation functions such as t-norms, t-conorms, uninorms, nullnorms
and n-uninorms. The ordinal sum (z-ordinal sum) is determined by the associated linear (partial) order
which corresponds to a commutative, associative, internal (idempotent) function on the related index set.
The commutativity of this function implies that although the (z-)ordinal sum can be used also for construc-
tion of non-commutative associative functions, this non-commutativity is a property of the corresponding
summands rather than of the construction itself. A�er a brief summary of results related to construction
and representation of associative aggregation functions constructed by (z-)ordinal sum construction we will
discuss the very recent research which shows that construction methods with non-commutative nature can
be based on non-commutative, associative, internal (idempotent) functions defined on the related index set
which can be represented by the associated linear (partial) pair-order. Therefore, the corresponding con-
struction method is called the non-commutative ordinal sum. Similarly, as each continuous t-norm, each
continuous t-conorm and each (n-)uninorm with continuous underlying functions, defined on a real interval,
can be represented as a (z-)ordinal sum of representable or trivial semigroups, each continuous, associa-
tive aggregation function, defined on a real interval, i.e., each semi-t-operator, can be represented by a
non-commutative ordinal sum of representable or trivial semigroups.

Acknowledgement: This work was supported by grants VEGA 1/0036/23 and APVV-20-0069.
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in Applied Mathematics from the Mathematical Institute of
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College Dublin as a research assistant and later as an inde-
pendent researcher. Currently she is a senior researcher at
the Mathematical Institute of Slovak Academy of Sciences and
at the Institute for Research and Applications of Fuzzy Mod-
elling, University of Ostrava. In 2014 she received Award of
Visegrad Group Academies for Young Researchers, in 2011 the
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and in 2010 the Price of the Ministry of Education, Science,
Research and Sport of Slovak Republic.

In 2010 she was awarded by AXA Research Fund Post-
doctoral fellowship and in 2013 by Fellowship of Slovak
Academy of Sciences. Her main research interests are the
aggregation theory, associative functions on bounded laices,
multi-polar aggregation, and non-additive measures and inte-
grals. She has participated in several national and interna-

tional projects involving various aspects of aggregation. She has served as a program commiee member of
several international conferences and she is a reviewer of several distinguished journals, such as Fuzzy Sets
and Systems, Information Sciences, IEEE Transactions on Fuzzy Systems, International Journal of Approxi-
mate Reasoning, So� Computing, Kybernetika, Mathematica Slovaca, Iranian Journal of Fuzzy Systems, and
others.
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Identifying Misinformation Online: Open Issues and Challenges

Gabriella Pasi

Department of Computer Science, Systems and Communication (DISCo), University of Milano-Bicocca, Italy

In the World Wide Web and on social media, a large amount of content of different nature and origin is
spread without any form of reliable external control; in this context, the risk of running into misinformation
is not negligible. In recent years, an increasing awareness of the possible risks of running into fake news,
fake reviews, or health misinformation has emerged. This has motivated a considerable amount of research
finalized at defining systems that are able to predict if a piece of information is truthful. Several approaches
have been proposed in the literature to automatically assess the truthfulness of content disseminated online.
Most of them are data-driven approaches, based on machine learning techniques, but recently also model-
driven approaches have been studied, based, in particular, on the Multi-Criteria Decision Making (MCDM)
paradigm, and also based on the use of Knowledge Bases. Both categories of approaches make use of prior
knowledge related to the problem under consideration, which is injected into the decision process. This talk
will present an overview of the approaches to coping with the problem of misinformation detection, with
particular emphasis on model-driven approaches, their open issues, and current challenges. Among these
approaches, those based on the aggregation of salient features related to misinformation will be considered.
Their application to specific problems will also be addressed, as well as the problem of evaluating these
systems.

Biography
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Science, Systems and Communication (DISCo) of the University
of Milano-Bicocca, where she leads the Information and Knowl-
edge Representation, Retrieval, and Reasoning (IKR3) research
lab. She is also Head of the Department and Vice-Rector for In-
ternational Relations. Her main research interests include In-
formation Retrieval and Natural Language Processing, Knowl-
edge Representation and Reasoning, User Modelling, and Social
Media Analytics. She has been the Program co-Chair of several
conferences, among which: ACM ICTIR 2022, CLEF 2022, ECIR
2019, Short Paper Track at SIGIR 2014, and Poster Track at SI-
GIR 2010. She was co-organizer of ESSIR 2019, held in Milan,
at the premises of the University of Milano-Bicocca. She has
been Senior Track Chair (Information Retrieval Track) at ACL
2022, and Chair of the Test of Time Award commiee at ECIR
2021. She has delivered Keynote talks at several international
conferences. She is a member of the Steering Commiee of

ESSIR. She was a panelist at the Panel “Women in IR” at SIGIR 2022. She is Associate Editor of several
international journals, among which ACM Computing Surveys, IEEE Transactions on Fuzzy Systems, and the
International Journal of Data Science and Analytics. She is co-director of the ELLIS Unit in Milan (European
Laboratory for Learning and Intelligent Systems).
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Fuzzy relational compositions as powerful, comprehensible, and
easy-to-construct models for distinct purposes

Martin Štěpnička

CE IT4I – IRAFM, University of Ostrava, Ostrava 701 03, Czech Republic

The concept of fuzzy relational compositions, which is a generalization of compositions of classical binary
relations, is by far not a recent one. It has been studied in the late 1970s and early 1980s mainly by
Wyllis Bandler and Ladislav J. Kohout and shortly a�er by many other scholars, e.g., Etienne E. Kerre,
Witold Pedrycz, Bernard De Baets, Radim Belohlavek, Antonio Di Nola, or Irina Perfilieva. The ability to
model instructions formulated in predicate fuzzy logic in an elegant and computationally cheap way made
them a good candidate for further development and it probably stayed behind the motivation of the many
researchers to investigate them deeply.

Due to the dominance of fuzzy rule-based models among other fuzzy modeling tools at that time, the
main direction led naturally to the fuzzy relational inference systems where the inference engine is derived
from the particular appropriate composition. However, apart from this direction, the huge potential of the
fuzzy relational compositions was, unfortunately, partly unused.

We can only speculate about the reasons. One of them might be hidden in the fact that some of the
crucial works of Bandler and Kohout were published in proceedings of local conferences in small quantities
and there was no way of spreading them electronically before the internet. The other one might be in certain
limitations of the applications of fuzzy relational compositions. For example, the basic composition is based
on the existential quantifier, and the other, say standard, compositions - the Bandler-Kohout products, are
based on the universal quantifier, and there is a huge gap between these two quantifiers. Another problem
is that a single composition cannot capture all that needs to be captured for particular applications.

However, if we dare to enrich the existing knowledge of fuzzy relational compositions with other tools such
as generalized quantifiers that can fill the gap between the existential quantifier and the universal quantifier,
and if we consider the compositions to be only basic constituents that can be combined to more complicated
constructions, we have a key to unlock the door to an exciting journey through the expressive power of fuzzy
relational compositions. The unlocked journey leads to further constructions of fuzzy relational compositions
built as the combination of the simple ones establishing powerful, comprehensible, and easy-to-construct
models for distinct purposes.

Biography

Martin Štěpnička received his habilitation (Docent – Asso-
ciative Professorship) in Applied Mathematics at the Univer-
sity of Ostrava in 2012. Since March 2023, he is the Vice-rector
for Research and Artistic Activities at the University of Os-
trava. Beforehand, he served as the Director of the Centre of
Excellence IT4Innovations – Institute for Research and Appli-
cations of Fuzzy Modeling, University of Ostrava for two years
and he held the vice-director and senior researcher position in
the preceding years. Martin Štěpnička also held the positions
of the President of the European Society for Fuzzy Logic and
Technology (EUSFLAT) for two consecutive terms – elected in
09/2017 and re-elected in 09/2019. He is also a Senior IEEE

(CIS) Member.
He is an area Editor of JCR journals Fuzzy Sets and Systems, International Journal of Approximate

Reasoning, and International Journal of Computational Intelligence Systems, and furthermore, an Editorial
Board member of journals Kybernetika, and Axioms. He also served as the Guest editors of several special
issues of distinct journals. His research interests mainly include fuzzy modeling, especially fuzzy inference
systems and fuzzy relational calculus. Research in this area led to the FUZZ-IEEE Best Paper Award in
2016 (Vancouver, Canada) for the paper “On the Satisfaction of Moser-Navara Axioms for Fuzzy Inference
Systems”.
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Generalizations of Choquet and Sugeno integrals for fusion of data
with uncertainty

Javier Fernández

Public University of Navarra and Institute of Smart Cities, Spain

In recent years there has been an increasing interest on different extensions of Choquet and Sugeno
integrals. These operators have shown themselves as very versatile tools to deal with many different types
of problems, including some arising in fields such as classification, deep learning or decision making, among
many others. In this talk, we will make a review of some recent theoretical developments in the study
of generalizations of these operators. In particular, we will show how these generalized forms of Choquet
and Sugeno integrals arise in a natural way from the classical fuzzy ones. However, these new operator
display some interesting new properties, specially related to monotonicity. We will discuss some of the
problems where they have shown its usefulness, with a particular focus on those related to deep learning
and neuroscience.

Besides, it is well known that intervals can be used to handle uncertainty in information fusion processes.
In this sense, we can understand the width of a given interval as a measure of the lack of certainty linked
to a given data. But some operations, such as differences, are not well defined in general for closed non-
empty subintervals of the unit interval, which implies that extending, fuzzy integrals, for instance, to the
interval seing, may not be straightforward. We will discuss how we can overcome this difficulty and define
generalizations of fuzzy integrals for intervals (and even more general seings), by means of the notion of
d-integral. We will also see how we can tackle the problem of ordering the interval inputs when we are
making use of these functions, and how they can be applied to some specific problems.

Biography

Javier Fernández is associate professor at the Department
of Statistics, Computer Science and Mathematics of the Pub-
lic University of Navarra since 2019. Member of the research
group on Artificial Intelligence and Approximate Reasoning, his
main research lines are focused on the problem of fusing infor-
mation, mainly using fuzzy techniques, for applications such as
image processing, decision making, classification, deep learn-
ing, data mining, machine learning or the computational brain.
He has been the main researcher in a project of the National
Research Plan and in two regional R&D projects and he has
taken part in another 11 research projects with public funding.
He has an h-index of 36 in Google Scholar, with 4819 cita-
tions. He has published around 80 papers in JCR journals,
with 75% of them in Q1 journals. He is associated editor of the
IEEE Transactions on Fuzzy Systems journal and co-editor of
the Mathware&So� Computing online magazine. He has been
co-editor of two books and has co-advised three Ph.D. thesis,
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Fuzzy measures for metric learning and data-driven models

Vicenç Torra

Public university of Navarra and Institute of Smart Cities, Spain

Fuzzy measures are also known as non-additive measures, capacities and non-monotonic games. They
generalize additive measures and probabilities by means of replacing the additive axiom by a monotonicity
one. That is, given two sets A and B that are disjoint the measure of their union µ(A ∪ B) can be smaller
than, equal to, or greater than the addition of the measures µ(A) + µ(B). In this way, we can express
positive and negative interactions between elements. For example, µ(A ∪ B) ≥ µ(A) + µ(B) if there is a
positive interaction. In this way, we can model situations that e.g. probabilities cannot satisfy. For example,
for pairwise disjoint A, B and C we may have µ(A) < µ(B) but in contrast µ(A ∪ C) > µ(B ∪ C). This
is not possible for probabilities as when µ(A) < µ(B) we need also µ(A ∪ C) < µ(B ∪ C).

Fuzzy measures can be used in combination with fuzzy integrals. Examples of fuzzy integrals are the
Sugeno and the Choquet integral. The literature on fuzzy integrals is rich, each with its own properties and
characteristics. The fuzzy integral of a function with respect to a fuzzy measure computes a kind of expected
value, or an aggregated value, of the function. This is particularly evident in the case of the Choquet integral
as when the measure is a probability, the Choquet integral of the function is exactly its expected value. If
we have them defined on a discrete set, then, it is just the weighted mean.

In this talk we will discuss the use of fuzzy measures and integrals in applications related to machine
learning. In particular, we will show how we can use them to define a distance that generalizes the (weighted)
Euclidean distance. Then, we can learn the distance from examples. Therefore, we use these integrals to
solve a problem of metric learning. We have applied this in data privacy to disclosure risk assessment. We
will also discuss other applications of fuzzy measures and integrals related to building data-driven models.
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Fuzzy Conversational Character Computing
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This abstract deals with the combination and complementation of the three existing research disciplines:
Character Computing, Conversational Theory and Fuzzy Logic or Fuzzy Classification, so that the vision
pursued by the researchers of Character Computing - computer systems that can autonomously adapt to
the behaviour of their human interlocutors - is achieved. This primarily involves chat- and voicebots, also
called conversational AI systems. These types of systems only rarely have access to sensor data. As a rule,
they only exchange text or voice messages with the user.

Until now, researchers like El Bolock A. (2020) have determined the character of a user with fix values.
They clearly delimit all characters from each other, and form fixed boundaries between the individual char-
acteristics and the associated character models. However, there are o�en overlaps between the individual
characters, the associated characteristic values, and the expected behavior of the user. The boundaries are
therefore fuzzy. El Bolock A. et al. (2020) have already recognized this challenge and point out in their work
that the application of fuzzy logic would be desirable in the future.

Thanks to the use of the multi-dimensionality described by Zumstein D. (2007), existing models of charac-
ter computing or the previously fixed-defined characters can be "so�ened". Instead of fix boundaries between
the individual characters and the behavior expected from them, fuzzy classification helps to determine the
degrees of affiliation of users or their characteristic values and thus to form realistic characters.

To derive fuzzy classes and affiliations from sharp contexts or fix character boundaries, the aributes are
regarded as linguistic variables and verbal terms are assigned to each equivalence class. The use of linguistic
variables is already a common application in the discipline of Computing with Words and Perceptions. Thanks
to the use of linguistic variables, i.e. words or word combinations, the equivalence classes of the aributes
can be described more intuitively. Each term of the linguistic variables represents a fuzzy set. In the end, the
computer system will not work with fix characters, but rather with "affiliations". Thus, the users then belong
more or less to certain character groups and also their expectations are not always 100% unambiguous, but
belong to certain groups.

Further, Zumstein D. (2007) notes that in comparison to sharp classifications, fuzzy classifications require
fewer terms or equivalence classes to be defined in order to describe each aribute. This also seems to greatly
simplify the development of the character models and still represent the characters closer to reality.

In addition to the reference to fuzzy logic, researchers in character computing also point out that there
are limitations to the model calculation because the chat and voice bots lack important information from
sensors. This challenge should be eliminated in the future by applying Conversational Theory. Pangaro (2010)
argues in his research on Conversational Theory that conversations provide almost the only platform in which
two social systems - including computers and humans - can exchange and adapt to each other. It should
therefore be possible that the methods of Conversational Theory can supplement the missing information
from sensors and that computer systems no longer need a multitude of sensor data as suggested by El
Bolock et al. (2020). Instead, a cleverly guided conversation should help the computer system to determine
the character of its counterpart and adapt its behavior accordingly. With each new message shared, the
two counterparts get to know each other beer, adapt to each other, build trust and eventually come to
an agreement. Interestingly, Pangaro (2010) always writes of a joint agreement in which both interlocutors
adapt to each other. In their research on character computing, however, El Bolock A. et al. (2020) only ever
assume that the computer system adapts to the behaviour of the human user. This is probably another
advantage of the combination of character computing and conversational theory. Now it is no longer only
the computer that should adapt, the human also adapts and thus makes it easier for the computer to adapt.
Apart from the fact that this mutual adaptation leads to the computer being able to adapt more quickly
and easily, this approach also seems morally and ethically more correct. The imbalance between information
gathering, processing and storage that o�en exists in classical character computing is much more balanced
using Conversational Theory.
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Modeling streamflow in fast-flowing watersheds is a highly complex problem where commonly used hy-
drological models o�en have limitations. [2] The existence of a prediction that allows for early warning of
floods is vital for minimizing damage to property and infrastructure and reducing potential risks to people.

Machine learning techniques have the potential to overcome some of the limitations of traditional hy-
drological models by using large datasets to learn the relationships between different hydrological variables,
making it possible to make more accurate predictions of streamflow in fast-flow basins. [4,6,5]

In this work, Long Short-term Memory (LSTM) neural networks are tested to predict streamflow in the
Arga river’s basin. LSTM networks are a type of Recurrent Neural Network (RNN) that are particularly well-
suited for time-series prediction tasks. [8] These networks have memory cells that allow them to remember
paerns in the data over a longer period of time, making them effective at capturing the temporal depen-
dencies present in the streamflow data. The use of this types of networks allows the potential to overcome
some of the typical limitations of traditional hydrological models. [1,3,7]

By using LSTM networks, we show that the model is able to capture the complex temporal dynamics of
the streamflow data and make short-term, hours ahead, accurate predictions even for high flow scenarios.
The results demonstrate that the use of LSTM networks for streamflow prediction in the Arga river basin
is a promising approach, particularly for short-term, hours ahead, predictions.

The usage of machine learning approaches may unlock new potential in the forecasting and management
of water resources in the area, as well as in risk assessment and early warning systems for floods.
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Keywords: Systems of fuzzy relational equations · Partial Fuzzy Set Theory · Modus ponens · Fuzzy rule-
based systems Fuzzy rule-based systems need to be built correctly, which means that they should preserve

some fundamental properties. The most typical one is the preservation of modus ponens, i.e., if the fuzzy
input is equivalent to one of the antecedents, the derived output needs to be equivalent to the respective
consequent. This leads to one of the classical topics of mathematical fuzzy modeling, in particular, systems of
fuzzy relational equations. The most important question is whether such systems are solvable, i.e., whether
there exists a fuzzy relation that models the given fuzzy rule base in such a way that the modus ponens is
preserved.

There are plenty of known results in this area, however, the situation changes whenever we allow partial
fuzzy sets to enter the systems. Here, the partiality is nothing else but the possibility to consider undefined
membership degrees. Related (partial) 3-valued logics again belong to classical logical topics that are being
studied since 1920’s. Their extension to partial fuzzy logics was natural and it led to the partial fuzzy set
theory as well. The application potential may be seen from the occurrence of missing values in databases,
of various N/A values in questionnaires, and so on. The partial fuzzy set theory has been developed based
on numerous extensions of partial algebras of truth values.

This background leads naturally to the fact that the (conditions and criteria of) solvability of partial
fuzzy relational equations are strongly dependent on the chosen algebras. A recent publication uncovers
the solvability questions and even the shape of the solutions for most of the known algebras however, it
considers only the most general case. In particular, antecedents and consequents are partial fuzzy sets, and
naturally, also the solution is a partial fuzzy relation. In this contribution, we revisit the problem and take
into consideration a specific case that allows partiality only in the input. It means, that the (expert)knowledge
stored in the antecedents, consequents, and consequently also the fuzzy relation modeling the fuzzy rule
base, are fully defined. However, the input (observation) may be harmed by several undefined, e.g., missing,
values, and we investigate what happens. We show, that under specific conditions, we still may preserve the
modified modus ponens, i.e., that the inferred output is identical with the fully defined consequent of the
respective rule.

15

http://ifm.osu.cz


Comparing Measures of Entropy in Interval-Valued Fuzzy Sets⋆
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Fuzzy entropy was defined by L.A. Zadeh in [1] for the first time, and in [2] A. De Luca and S. Termini
established the required axioms to interpret the entropy as a measure of the amount of information. A.
Kaufmann in [3] considered the entropy as the distance between a fuzzy set and its nearest crisp set, while
R.R. Yager in [4] defined it as the distance between a fuzzy set and its complement. M. Zhang and Z. Wang
in [5] return to the study of entropy in interval-valued fuzzy sets (fuzzy sets where the image of any element
is a closed subinterval of [0, 1]), and provide a list of measures given by different authors throughout the
literature. Among others, they focus on those given by P. Burillo and H. Bustince (we denote it by IB ) in [6],
W. Zeng and H. Li (as EZ ) in [7], and I.K. Vlachos and G.D. Sergiadis (denoted by EV ) in [8]. Moreover, E.
Szmidt and J. Kacpryk in [9] introduced an entropy measure for Atanassov intuitionistic fuzzy sets (AIFSs).
It is well known that these sets are equipollent to interval-valued fuzzy sets (but not equal, as K. Atanassov
and G. Gargov explained in [10]). So, we could translate that entropy, introduced for AIFSs, to interval-valued
fuzzy sets obtaining a formula that we will denote by ES .

A careful study of these measures shows that those authors consider the entropy from different points
of view. The function of entropy IB aims to establish how ‘non-fuzzy set’ an interval-valued set is, while
EZ , EV and ES focus on to calculate how ‘non-crisp’ it is. In such a way, for example, in the respective
axiomatics, given an interval-valued fuzzy set A, IB(A) = 0 if and only if A is a fuzzy set, and ES(A) =
EZ(A) = EV (A) = 0 if and only if A is a crisp set. As far as we know, no comparison has been made
between these measures, and just this has been our goal in this work. Firstly, we have reinterpreted the
formula of these measures by defining each interval in terms of its centroid and its half width. This has
made the comparison easier. We then realized that, while the values of EZ(A) and EV (A) are not affected
by the half width (they only refer to the centroid), ES(A) relates to both, the centroid and the half width of
the interval assigned to each element. Furthermore, IB(A) is only influenced by the half width. Once this is
done, it is not difficult to obtain some relationships between these measures. So, we have proved that EV

is smaller than or equal to ES which, in turn, is smaller than or equal to EZ . Finally, we have studied the
relationship between the measure IB and the rest of them. We have found out that IB is smaller than or
equal to ES . Nevertheless, it is not comparable with EV , that is, there exist interval-valued fuzzy sets A,
such that IB(A) is smaller than EV (A), and there exist interval-valued fuzzy sets B, such that EV (B) is
smaller than IB(B).
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Time series aggregation in labelled fuzzy time series
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A Time Series (TS) can be defined as a set of regular observations ordered in time of a quantitative
characteristic from a phenomenon measured at consecutive points in time. It is possible to use fuzzy logic
to model time series and this allows to approximate functions incorporating the readability associated with
linguistic variables. One option for modelling these series is the use of Fuzzy Time Series (FTS) which are
composed of fuzzy sets [1]. In this paper we propose a way to represent TS sets by means of FTS composed
by linguistic labels previously defined in a set. The process consists of two steps. The first one obtains
a FTS from the input TS sets using the method presented in [2]. In the second one the obtained FTS is
transformed into a FTS composed of linguistic labels that have been selected from a predefined set of labels
defined over the application domain. To perform the correspondence between each fuzzy set and linguistic
label, the percentage of overlap between them is estimated using an approach very similar to the Monte
Carlo integral [3]. The presented approach has been used for the generation of linguistic descriptions of
noise pollution data.

Table 1 shows an example of use in a concrete example. The labels that have an overlap percentage higher
(indicated in bold) than a specific value, 0.45 in the example, are selected. As future work, the presented
method will be used for the generation of linguistic descriptions of large sets of time series. The new method
will have to be adapted and formalized to be able to deal with these large sets.
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Python library for interval-valued fuzzy inference
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Uncertainty, which is an indispensable part of many concepts, data, and operations present in various
applications related to computer science and engineering or medical diagnostics, requires an approach that
takes it into account. The theory of interval-valued fuzzy sets, in particular, the interval model of inference
(generalized fuzzy inference), proved to be useful for handling uncertainty. In this presentation, we propose
Interval-Valued Inference System (IFIS) based on Simpful package, a universal and user-friendly Python
library designed for: defining, analyzing, and interpreting fuzzy inference systems. The extended library
provides lightweight application programming. The interface allows you to intuitively define interval fuzzy
sets and interval rules and to perform generalized fuzzy inference. We provide some practical examples
showing that our library extension is a valuable addition to open-source so�ware that supports generalized
fuzzy inference.
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The center of gravity is one of the most popular methods of defuzzification in fuzzy systems. It seems
natural to use the horizontal position of the center of gravity of the area under the membership function
as a representative of the (horizontal) position of the fuzzy set. The more the membership function at some
point, the higher its influence on the result. However, we dare to point out some drawbacks of this choice
and suggest also some alternatives.

The values with the highest membership degree seem to be emphasized when we look at the vertical
representation. It does not seem so if we consider the horizontal representation (by cuts/level sets of the
described fuzzy set). Each of the cuts contributes proportionally to its width, which represents the im-
precision of the localization. The highest cuts are the shortest, thus they have the least contribution to
the result of defuzzification, although they are narrow, which means that they express the localization of
the fuzzy set most precisely. From this point of view, it seems that the best information receives very
low weight in the aggregation. In the extreme case, the 1-cut (=the core) may be a singleton, suggesting
that this is the best possible value and a desirable result of defuzzification, but it receives a zero weight in
the information fusion (provided that some lower cuts are of non-zero measure, hence the area under the
membership function is non-zero).

Looking for an alternative compensating the above-mentioned drawback, we may suggest, e.g., the Steiner
centroid (also called Steiner point, see the references for details), which was generalized from convex crisp
sets to convex fuzzy sets in [3]. Originally, a Steiner centroid of a convex crisp set in vector space Rn was
defined in [1]. As proved in [2], it is the only function s from non-empty compact convex sets to points with
the following properties:

1. s(A+B) = s(A) + s(B),
2. s(t(A)) = t(s(A)) for any rigid motion t (i.e., t is a combination of a rotation and symmetry; an isometry),
3. s is continuous (w.r.t. the Hausdorff metric on the collection of non-empty compact convex sets).

For a bounded non-convex set, the Steiner centroid is the same as for its closed convex hull. This reduces
its robustness, and that might be the reason why it was not used more o�en. In the special case of a one-
dimensional space, a bounded convex crisp set is an interval and its Steiner centroid is just its center,
which coincides with the center of gravity.

In [3], the Steiner centroid was generalized to (convex) fuzzy sets by requiring the same properties (1)–
(3). It was proved that these conditions are satisfied for a large family of mappings. They all compute the
Steiner centroids of all cuts and then aggregate them to a single value by integrating w.r.t. a variable u over
the set of all membership degrees, i.e., the interval [0, 1]. The integrand can be multiplied by almost any
weighting factor w(u), which depends on u, but not on the argument (fuzzy set). The choice of weighting
function w gives the ambiguity of the Steiner centroid for fuzzy sets. In any case, it requires to defuzzify
each u-cut separately (in the special case of one dimension, just use the arithmetic mean of the minimum
and maximum of the u-cut) and then integrate these values w.r.t. u. The weighting function w can be chosen
constant, then all cuts contribute equally to the result of defuzzification. We can also assign higher weights
to higher cuts, expressing their “higher precision”. When applied to bounded convex fuzzy sets, the results
obtained by Steiner centroid differ from the center of gravity even in one dimension. For symmetric fuzzy
sets, both approaches coincide, giving the center of symmetry as the result.

We think that Steiner centroids offer a promising alternative which can mitigate the disadvantage of the
center of gravity. We can imagine also other alternatives. In any case, we want to aract aention to them,
instead of using the center of gravity without hesitation.
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There is another problem in defuzzification: values at the end of the domain. Usually the least and the
greatest linguistic value is represented by a fuzzy set whose membership function does not go to zero contin-
uously, but remains maximal till the end of the domain of possible values. Then the result of defuzzification
depends in the choice of the bounds of the domain, which are not always obvious. Further, the center of grav-
ity gives necessarily a result distant from the margin (and many other defuzzification methods do so, too).
The proposed defuzzification using Steiner centroids also suffers this drawback, but it does not manifest so
severely. We dare to conclude that the center of gravity should not be the first choice among defuzzification
methods and that the Steiner centroid or other alternatives should be considered.

Acknowledgements: The second author was supported by the Czech Science Foundation grant 19-
09967S.
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While offering global communication with speed and anonymity, social networks also have a dark side,
as they can be exploited for terrorism-related activities. Such malicious uses can be broadly classified into
categories like propaganda, financing, training, planning and executing terrorist acts, and cyberaacks.
Several works in the literature study the radical phenomenon in social media, from its detection [2], through
prevention [1], to reactions to different terrorist aacks [3].

A hybrid model for detecting radicals in social media is proposed, employing a fuzzy taxonomy to repre-
sent radical behaviour and a fuzzy ontology to decrease the abstraction level for radical detection within a
specific domain.

– Characterization of the radical profile: Social networks have become a new breeding ground for immer-
sion in the radicalisation process that did not exist before. To identify and understand radical behaviour
in social media, our approach focuses on analyzing and proposing methods for knowledge acquisition,
representation and utilization. We have used a hybrid method of knowledge acquisition to construct
the taxonomy to characterize the radical profile in a social media environment by analyzing reference
literature on radical behavior [5,6,7] and resulting three components:
• Behavioral features: conducts that incite and/or legitimize radical behaviour.
• Personal features: refer to how the individual is immersed in the radicalization process, emphasizing

social and individual characteristics and their desires and wishes.
• Environmental features: refer to the climate favouring radicalisation and the transition to the ter-

rorist act.
– Fuzzy Inference Approach: The knowledge base consists on term sets used to describe each of the

taxonomy classes and fuzzy numbers (normalized, continuous and convex fuzzy sets) that define the
semantics within a predefined domain of each of the taxonomy labels and a rule base composed from the
linguistic terms defined in the database. It follows the multiple inputs-single output form. The inference
engine uses the extension of the classical Modus Ponens, called Generalized Modus Ponens proposed by
Zadeh in [4].

The model is deployed in the Phoenix Platform from Mollitiam Industries. Mollitiam Industries is a
European company specializing in designing and developing modular so�ware for cyber intelligence with
applications in Homeland Security (HLS) and Homeland Defense (HLD). Phoenix cyberintelligence digital
platform is a modular massive monitoring system to produce intelligence from the anonymous download of
unstructured data from Social Networks, Darknets and Deepwebs. The product aims to detect radicals in
social media using a taxonomy that models radical behaviour and an ontology that allows the detection of
specific domains within radical behaviour. To exemplify this, it is reduced to a prototype that models only the
personal and environmental features of the taxonomy and a specific domain is selected for the construction
of the ontology (jihadism, religious extremism). The prototype is easily scalable to different domains. Adding
more metadata and extending to the whole taxonomy will allow assessing an individual’s radicalisation level.
Since the model is considered a prototype and a first approximation to the final product, some limitations
are evident. Now the process only works with text, but since the ontology models concepts, it is scalable to
work with images or audio since these formats have transcription mechanisms.
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This work considers interval-valued fuzzy sets (IVFSs) from an epistemic perspective [5,6,7,8,11,4]. Thus,
we assume that there is one actual, real-valued membership degree of an element inside the membership
interval of possible membership degrees. This makes the intervals an essential tool for IVFSs. Thus, for
example, their width directly affects the lack of information about the considered IVFS.

Starting from this premise, measures of order degree between intervals are considered (denoted by o)
[1,4]. With these measures, inclusion measures for IVFSs on finite referentials (I) [3,3] can be generated by
simply combining the comparison made between the two intervals that define both sets at each point of the
referential through aggregation measures (in particular, the arithmetic mean). In this procedure, it is evident
that an essential step will be the order between intervals considered to compare them and, therefore, define
the inclusion between IVFSs.

On the other hand, a measure of order degree between intervals (o) can also be used to measure the
degree of similarity between two intervals (s), simply by combining the degree to which each interval is
smaller than the other through an appropriate aggregation measure (increasing and one-strict) [1].

Finally, it is evident that by combining one by one, for the elements of a finite referential, the similarity
between the intervals (s) that define the degree of membership at each point, a decomposable similarity
measure for IVFSs could be obtained (S) [9,5].

The main purpose of this work is to present all these concepts and relate them, as well as to analyze
the degree of compatibility between the similarity measure for IVFSs defined from the inclusion measure
obtained from the measure of order degree between intervals (IS) and the measure obtained point by point
from the similarity between the respective intervals (S). In summary, we have o → I → IS and o → s → S
and we compare IS and S, that is, we compare two different ways to generate similarity measures for IVFSs
starting from measures of order degree between intervals.
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Explainability is defined as an interface between humans and a decision maker which is comprehensible
to humans and accurate to the decision maker [1]. It is convenient to incorporate explainability into decision
making models, which generates a ranking of alternatives to solve a decision situation, so that people
can further trust them and they can be further used at practical level. A relevant environment to acquire
opinions for developing decision making models without the need of hunting for expert evaluations are social
network platforms. These media collect the opinions of billions of people around the world, so they capture
the wisdom of the crowd [2]. They offer unconstrained natural language evaluations which are suitable
to design explainable decision making models since such evaluations are already easy comprehensible to
humans.

We propose an explainable crowd decision making methodology that automatically reveal the relevant
information of its internal decision process and captures the wisdom of crowds available on social media.
Specifically, it is an a posteriori crowd decision making system since it incorporates a backward mechanism
which generates easily understandable explanations in natural language that indicate why an alternative is
chosen as the best. The proposal is based on two key elements. On the one hand, it incorporates aention
mechanisms into a novel sentiment analysis method to discover the relevant sentences of the natural
language expert evaluations for the achieved ranking. On the other hand, it considers subgroup discovery
algorithms to unveil the relevant aspect terms related to the criteria of the alternatives for the decision
reported

The workflow of the proposed methodology is depicted in three steps:

1. The expert opinions are extracted from their plain text evaluations using the sentiment analysis method,
which is a multitasking neural network that infers the aspect terms, category, and polarity components
of the opinions. The categories match the criteria of the alternatives. Then, we represent the opinions
of all the experts that refer a particular alternative and criterion into a table that we named bag of
opinions by criteria or BOC.

2. The crowd decision making process is conducted. We aggregate the expert opinions associated to each
alternative and criterion mainly taking into account the frequency of positive opinions over the total
opinions from the BOC tables. Then, an exploitation stage obtains a ranking of the alternatives through
a weighted average of the collective evaluation.

3. The explainable backward process is performed to uncover the meaningful information that justify the
achieved ranking. It identifies the criteria, the aspects terms, and the sentences with higher influence
for the reached solution by analyzing the collective evaluation, by applying subgroup discovery in the
BOC tables, and by examining the aention weights from the sentiment analysis method, respectively.

Acknowledgements This work was partly supported by the grants PID2020-119478GB-I00, PID2019-
103880RB-I00 and PID2020-116118GA-I00 funded by MCIN/AEI/10.13039/501100011033 and by “ERDF
A way of making Europe”. C. Zuheros is supported by the grant PRE2018-083884 funded by MCIN/AEI/
10.13039/501100011033 and by “ESF Investing in your future”.

References

1. Guidoi, R., Monreale, A., Ruggieri, S., Turini, F., Giannoi, F., & Pedreschi, D. (2018). A survey of methods for explaining
black box models. ACM computing surveys (CSUR), 51(5), 1-42.

26



2. Zuheros, C., Martínez-Cámara, E., Herrera-Viedma, E., & Herrera, F. (2022). Crowd Decision Making: Sparse Repre-
sentation Guided by Sentiment Analysis for Leveraging the Wisdom of the Crowd. IEEE Transactions on Systems,
Man, and Cybernetics: Systems, 53(1), 369-379.

27



Comparison between Fuzzy and Neuro-Fuzzy Inference Systems in
Cloud Computing Scheduling

Francisco Javier Maldonado Carrascosa1, Antonio Jiménez Sánchez1, Sebastián García Galán1, José Enrique
Muñoz Expósito1, Doraid Seddiki1, and Adam Marchewka2

1 Universidad de Jaén, Spain
2 Politechnika Bydgoska, Poland
{fjmaldon, anjimene, sgalan, jemunoz}@springer.com, ds000025@red.ujaen.es,
adam.marchewka@pbs.edu.pl

Nowadays, cloud computing services become popular due to their flexible functioning in multiple fields
[1]. This kind of services operates on data centers that contain several computational equipment, storage,
and communication networks offering a clearly improvable performance in terms of total execution time.
In order to mitigate this problem, some studies have tried to reduce the amount of workload time that a
data center has to manage [2]. In this regard, the workload can be allocated among different data centers
to minimize the execution time through an efficient scheduling [3].

In this context, the use of Artificial Intelligence (AI) in cloud computing can improve cloud performance
and efficiency. Thus, multiple AI techniques have been studied in several fields for achieving that goal such
as genetic fuzzy systems (GFS) [4] or those based on particle swarm optimization (PSO) [5].

In this work, knowledge acquisition techniques based on fuzzy rule-based systems have been addressed.
Moreover, a comparison between two different systems has been considered. The first methodology is based
on Knowledge Acquisition with a Swarm Intelligence Approach (KASIA) [6], which consists of knowledge
acquisition using PSO optimization considering a fuzzy inference system (FIS) that makes use of Mamdani
if-then rules. In addition, this paper introduces another methodology based on an Adaptive Neuro-Fuzzy
Inference System (ANFIS) [7], which consists of a FIS that is carried out by means of adaptative networks
and makes use of Sugeno if-then rules. So, this paper studies the comparison between KASIA and ANFIS
considering different cloud computing scenarios regarding task scheduling in order to minimize the workload
execution time. To be precise, the studied system is composed of a meta-scheduler that distributes tasks
among data centers in an efficient way.

For proper management of data, both systems are simulated considering several scenarios with differ-
ent complexity in a simulator combining WorkflowSim and CloudSim features [8]. Additionally, this cloud
simulator makes use of Pegasus workflow structures such as Montage or CyberShake [9] to recreate a cloud
system with real workflow traces, which have been considered in this work. The configuration of the pro-
posed systems is critical in the simulation stage. In this sense, five rules consisting of five antecedents and
one consequent have been considered for the rule base (RB) in both methodologies. The antecedents are
the MIPS, the IDLE consumed power (pow), the task’s size (len), the maximum consumed power (pmax), and
the CPU utilization (use), while the output is the data center selection (sel) for a virtual machine. Three
membership functions have been considered for the five inputs (low, middle and high), while five have been
established for the consequent (very low, low, middle, high, very high).

For the KASIA technique, a population of 20 particles and 100 iterations have been studied for having
a low computational cost seing. Besides, three more parameters are necessary for KASIA’s rule discovery:
the initial particle inertia which is 0.9, and the social and individual factors set as 2. On the other hand,
the ANFIS technique considers one additional parameter besides the RB’s: the epoch variable which is the
number of times the RB is trained, in this case, 50 epochs have been contemplated. It has to be accentuated
that the ANFIS configuration is set with fewer variables than KASIA one. Moreover, some scenarios with a
network topology of 20 virtual hosts, and 20 virtual machines have been analysed since this is the standard
configuration of the simulator. The output of the simulator is the elapsed simulation time.

Once the configurations have been set, the workflows have to be stated. In this sense, work traces from
the Montage and CyberShake projects with 100 jobs have been processed for evaluating the meta-schedulers.
For every simulation, the makespan variable is considered as fitness for obtaining a more accurate configu-
ration and to see its final convergence value where experiments correspond to the best solution average of
30 generations at every iteration. For ensuring the well-functioning of the learning process, both method-
ologies are validated with good RBs. Results prove that ANFIS slightly outperforms KASIA (0,3%) in terms
of total execution time (makespan) when using seings in KASIA with low computational cost. Furthermore,
ANFIS improves KASIA results by 7.01% and 6.33% in the Montage and CyberShake scenarios, respectively,
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in terms of computational cost in time. Therefore, the ANFIS meta-scheduler is also beer in terms of the
number of RB evaluations, surpassing the KASIA technique by 60% in this sense.
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Cloud data centers (CDC) integrate a large number of computers, storage and communication networks
to provide flexible and robust on demand cloud computing services [1]. The continuous operation of CDC
implies a high electrical energy consumption [2]. Therefore, many of these centers use renewable energy to
cover part of their power supply needs and, in turn, this use of renewable energy allows modular data centers
to move the workload among different nodes based on renewable energy availability using load migration
techniques.

Artificial intelligence can improve performance and efficiency in cloud computing. This work shows the
optimization of the interpretability of a Rule Base (RB) taking advantage of a framework founded on CloudSim
with Virtual Machine (VM) migration capabilities based on an expert system [1][3] and the GUAJE so�ware
tool [4]

The framework is used to create an input test data file for GUAJE and to obtain the different simulation
results. It implements a Mamdani type [5] fuzzy rule-based system (FRBS) as algorithm for the meta-
scheduler. The input variables are Cloud Data Center Renewable Availability (CDC-RA); Host Computational
Capacity (HCC); Host Computational Availability (HCA); VM Maximum Computational Needs (VM-MCN); and
VM Current Computational Needs (VM-CNN). The output is the suitability of a host to receive a VM that
migrates. Each featured is modeled with 3 Gaussian type fuzzy membership sets (low, medium and high)
except the output which is modeled with 5 sets (very not suitable, not suitable, suitable, very suitable and
extremely suitable).

The rules of the meta-scheduler were created by the authors and are presented below:
If HCC is high and VM-MCN is low then OUTPUT is extremely suitable
If HCC is low and VM-MCN is high then OUTPUT is very not suitable
If HCA is high and VM-CNN is low then OUTPUT is extremely suitable
If HCA is low and VM-CNN is high then OUTPUT is very not suitable
If CDC-RA is low then OUTPUT is very not suitable
If CDC-RA is medium then OUTPUT is suitable
If CDC-RA is high then OUTPUT is very extremely suitable

On the other hand, GUAJE is used for the generation of fingrams, networks that graphically represent
the interaction among rules, and the calculation of other quality parameters about the RB such as Inter-
pretability Index (II) [6], coverage or accuracy in order to optimize the interpretability of the RB.

To test the behavior of the RBs, different simulations have been carried out in 3 scenarios.The first
scenario is composed of 350 VMs, 265 hosts and 1500 cloudlets; the second scenario is composed of 695
VMs, 530 hosts and 5000 cloudlets; finally, the third scenario consist of 1052 VMs, 800 hosts and 10000
cloudlets.

The optimized RB obtained with this methods is as follows:
If HCC is high and VM-MCN is low then OUTPUT is extremely suitable
If HCA is high and VM-CNN is low then OUTPUT is extremely suitable
If CDC-RA is low then OUTPUT is very not suitable
If CDC-RA is medium then OUTPUT is suitable
If CDC-RA is high then OUTPUT is very extremely suitable

Experimental results show that the optimized RB provides similar or improved simulation results. Us-
ing the system defined in [6] the original RB obtained an index of 0.6 and the optimized one got a value
of 0.6397, which supposes an increment of 6.62%. Using the II calculation system from GUAJE tool, the
original RB obtained a value of 0.631 while the optimized one got an II of 0.777, resulting in an increase of
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23.14%. For all scenarios total energy and renewable energy consumption remains similar, but for execution
time there are significant changes. Regarding the first scenario, the execution time improves by 1.2%. For
the second scenario, the execution time is reduced by 1.6%. For the third scenario, the execution time im-
proves by 1.83%. As a conclusion, improvements in the performance of cloud data centers can be obtained
while improving the interpretability of the corresponding FRBS.
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The development of theories and methodologies for working with imprecision and uncertainty has been
an active research area since fuzzy sets were first introduced in 1965 [3]. One particular challenge that
researchers have focused on is measuring the degree of inclusion between fuzzy sets, which has led to
the study of the axioms needed for defining an inclusion measure [2]. As a result, there are now several
definitions of inclusion measures in the literature, each with its own set of axioms.

Fuzzy sets can be seen as a special case of interval-valued fuzzy sets (IVFSs). Some authors have recently
proposed new ways to measure IVFSs taking into account the impact of intervals and two important con-
cepts are emerging: “inclusion measures” and “embeddings” [3,1,5]. While these concepts measure different
relations between IVFSs, there is a similarity in their conception. However, there are many inclusions, as
they are based on the order between the intervals.

In this study, we propose a new measure called the order degree measure on the set of closed subintervals
of [0,1], denoted as L([0,1]), that can be used to construct inclusions or embeddings based on the chosen
order. We also establish the axioms that the generator must satisfy to construct these measures. By using
these order degree measures for intervals, we can obtain decomposable inclusion measures and embedding
measures for IVFSs, simply by varying the order on L([0,1]). Thus, we can conclude that inclusions and
embeddings are related concepts, but they have different meanings.
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Time series forecasting is an important task, relevant in many fields, such as finance, economics, and
engineering. It involves the use of historical data to predict future values of a variable, such as stock
prices, weather paerns, or energy consumption. There are a wide variety of methods available for time
series forecasting, including traditional statistical models and more recent machine learning techniques. A
sensible choice of the appropriate method is crucial for making accurate predictions. However, every model
or technique has its own drawbacks and benefits, and the decision to use a single one rather than several
may lead to a poorer prediction. Combining multiple predictions can be an effective way to improve the
accuracy and robustness of time series forecasting models by leveraging the strengths of different methods
and reducing the impact of potential biases or errors.

Four different strategies are used to obtain predictions for several monthly time series from the M3 Com-
petition [3]. These are: 1) SARIMA (Seasonal AutoRegressive Integrated Moving Average), 2) Holt-Winters, 3)
TBATS (Trigonometric seasonality Box-Cox transformation ARMA errors Trend and Seasonal components)
and 4) a variation of SVM (Support Vector Machine) regression. The forecasts are then aggregated through
the proposed approach.

The suggested method involves the incorporation of three main techniques from diverse areas. This
includes: 1) Weighted sums to aggregate the predictions given by different models; 2) Ranking methods to
determine appropriate weights for every prediction; 3) Use k Nearest Neighbours (kNN) machine learning
technique to determine the best subset of the historical data to make the forecast. More precisely, kNN is
applied to search for paerns similar to the observations that precede the times at which predictions shall
be made [4]. Once those paerns (time points) are identified, the associated forecasts are considered. The
Borda count ranking method is used to rank the four strategies according to how accurate the predictions
were at those time points. Based on the count, each technique is given a weight, and the predicted values
are then aggregated.

The proposed combination technique is compared with the individual prediction methods forecast ac-
curacy, as well as with other widely used combination procedures such as the arithmetic mean, Bates and
Granger [1] and CLS (Constrained Least Squares) [2].

References

1. Bates, J.M., Granger, C.W.: The combination of forecasts. Journal of the operational research society 20(4), 451–468
(1969)

2. Granger, C.W., Ramanathan, R.: Improved methods of combining forecasts. Journal of forecasting 3(2), 197–204 (1984)
3. Makridakis, S., Hibon, M.: The m3-competition: results, conclusions and implications. International journal of fore-

casting 16(4), 451–476 (2000)
4. Martínez, F., Frías, M.P., Pérez, M.D., Rivera, A.J.: A methodology for applying k-nearest neighbor to time series

forecasting. Artificial Intelligence Review 52(3) (2019)

33



General convolution operations

Y. Cheng1,2, B. Zhao1, L. Zedam2,3, and B. De Baets2

1 School of Mathematics and Statistics, Shaanxi Normal University, Xi’an, 710119, P.R. China
2 KERMIT, Department of Data Analysis and Mathematical Modelling, Ghent University, Coupure links 653, B-9000
Gent, Belgium
3 LMPA, Department of Mathematics, University of M’sila, 28000 M’sila, Algeria E-mails: chengyafei@snnu.edu.cn,
zhaobin@snnu.edu.cn, lemnaouar.zedam@ugent.be, bernard.debaets@ugent.be

Convolution operations play an important role in different subfields of engineering and science. In the
standard real seing, the convolution of two real functions is computed by means of an integral that ex-
presses the amount of overlap of one function as it is shi�ed over another function. It holds some interesting
mathematical properties such as commutativity, associativity, and distributivity w.r.t. pointwise addition of
functions [1].

In black-and-white image processing, convolution-like operations in mathematical morphology are based
on Minkowski addition and subtraction of sets. These operations are further generalized in fuzzy mathemat-
ical morphology through the use of membership functions and the use of supremum (instead of integration)
[2].

Still other similar operations can be encountered in fuzzy logic, where Zadeh’s extension principle leads
to convolution operations generalizing AND and OR of fuzzy truth values [3,4].

Here, we take a step further by studying two convolution operations on the set of functions between an
arbitrary set and a complete laice. The main question we address is under which conditions the resulting
structure is a laice, extending the results in [5].

To that end, we first study the mathematical properties of these convolution operations, such as commu-
tativity, associativity, idempotence, and so on. We will show that for each of these convolution operations the
set of functions is a laice-ordered monoid w.r.t. pointwise join and meet under some restrictions. Finally,
we will study the laice structure of the set when equipped with the convolution operations.
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Fuzzy modeling has long gone beyond its exclusive use in problems with uncertainty and has become an
important tool for the numerical solution of classical problems. The specificity of the proposed methods lies
in their robustness to various changes in the input parameters. This property is especially important when
solving differential and integral equations with initial data of a more general form than is required when
using traditional numerical methods.

Volterra integral equations belong to the group of classical fundamental equations that generate many
special cases being of considerable interest for applications: population growth dynamics, epidemics, the
study of viscoelastic materials, heat flows, etc.

The general form of the linear Volterra equation of the second kind has the form

u(t) = g(t) + λ

∫ t

a

K(t, s)u(s)ds, t ∈ [a, b], (1)

where λ ̸=∞, and the functions: kernel K : [a, b] x[a, b] →R, source g: [a, b] →R are given, and u: [a, b] →R
is unknown. The main result of the theory of Volterra equations of the second kind states: for each λ ̸=∞
there exists a square-integrable solution of the Volterra equation of the second kind, and it is unique.

In the modern theory of Volterra equations, kernels other than square-integrable ones are considered.
We will focus on weak singular kernels, which are mainly described by the form K(t, s) = α(t, s)|t− s|−ν

, where 0< ν < 1. Generalizing, we say that a kernel K is weakly singular [1], if it is absolutely integrable
with respect to s and satisfies sup[a,b]

∫ b

a
|K (t, s) ds| < ∞.

In most cases, it is not possible to find an exact solution to the Volterra integral equation, so many
numerical methods have been developed to find an approximate solution. In this regard, we mention methods
that use (i) numerical integration, on the one hand, and (ii) approximation of integrands, on the other. Note
that their joint use in combined methods is possible.

In the case of an equation of type (1) with a weakly singular kernel the main problem in the development
of numerical methods is the discontinuity of the kernel on the diagonal of the integration domain.

In this contribution, we show that in this particular case the (fuzzy) F-transform method [2] is applicable
and occupies a special place among other combined methods.

In more detail, to find a numerical solution of (1), all involved functional objects are replaced by their
approximations in the form of inverse F-transforms. A�er this step, integration in (1) becomes applicable
only to the basic functions of a uniform fuzzy partition, which does not depend on any particular type of
integrand. As a result, the action of integration in (1) is focused on what can be associated with a certain
spatial structure (fuzzy partition), and separated from the functional objects in (1). The F-transform image of
this action is represented as a product of the operational matrix of the Volterra operator and the vector of
basic functions of the fuzzy partition. This separation is the main feature that contributes to the efficiency
of the proposed method. An additional argument in favor of the F-transform method, which contributes to
its low computational complexity, is the triangular form of the operating matrix of the Volterra operator.
This leads to a triangular matrix of the resulting system of linear equations and hence to a direct iterative
process of finding a solution called direct substitution.

Below we demonstrate the above theoretical reasoning on two examples of equation (1), where weakly
singular kernels are represented as follows:

K1(t, s) = (t− s)
−1/3,

K2(t, s) = (t− 1)(t− s)
−1/3

.

Other parameters are: a=0, b=1, λ1 = λ2 = 1/10; function g1 is chosen such that (1) has the exact solution
u1(t) = (t(1− t))

2, while g2(t) = 1 + t4.
The first example was considered in [3], where the proposed numerical method uses the expansion of an

unknown function in a Taylor series. The authors were only able to use a Taylor polynomial of degree zero
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because approximation with higher degree polynomials requires hypersingular kernel derivatives. The pro-
posed new method, based on inverse F-transform approximations, easily computes an approximate solution
with the accuracy errors between 0.0006 and 0.0115.

The exact solution of the second example cannot be expressed analytically. We have chosen this example
from [4], where the proposed numerical method uses the 2nd-order N-point spline collocation with grid
node optimization. The proposed new method based on the inverse F-transform approximation was applied
without optimizing the choice of partition nodes. The obtained results up to the constant multiplier are fully
comparable with the much more sophisticated method in [4].

In conclusion, we have proposed a new numerical method based on fuzzy modeling and F-transforms
for finding approximate solutions to linear Volterra integral equations with weakly singular kernels. Its
usefulness and effectiveness are shown theoretically and with examples.
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The primary objective of this research is to evaluate and compare effectiveness of several methods for
finding structural breaks in time series. We will consider statistical as well as non-statistical ones. Chow test
(1960) in [4], [5] is a statistical method for identification of structural breaks in time series. It is based on
the idea that the structural break separates the data into two subsets, each of which can be approximately
modeled using a linear function. Hence, different regression coefficients and intercept terms are taken
into account. The method considers a null hypothesis of “no structural break" and compares it with the
alternative hypothesis “a structural break exists". Pei’s method developed in 1979 is statistical and is
typically utilized when trying to identify a single change point in a time series. It tests the null hypothesis:
“the variables follow one or more distributions that have the same location parameter (no changepoint)".
The Buishand statistical test (1982) is based on the assumption that the data follow a normal distribution.
The data are distributed arbitrarily and independently in accordance with the null hypothesis “no break".
This test is particularly sensitive to disruptions in the center of the time series. A non-statistical method
for discovering structural breaks in time series is proposed in [2]. It is based on the combination of special
techniques of fuzzy modeling, namely the Fuzzy Transform (F-transform) and selected methods of Fuzzy
Natural Logic (FNL). In [7] it is suggested to combine it with the Chow test. Presence of the structural break
is tested by means of a null hypothesis:

H0 : β0
k[X] = β0

k+1[X], β1
k[X] = β1

k+1[X]

where k, k + 1 are subscripts of the basic functions Ak, Ak+1 from the corresponding fuzzy partition. The
fuzzy transform applied to time series X generates zero degree (absolute) components F 0

k [X], and first
degree ones F 1

k [X] = β0
k[X] + β1

k[X] · (x − ck). The coefficients β1
k[X] are estimations of average values

of the tangents (slopes) of X over areas characterized by the fuzzy sets Ak , k = 1, . . . , n. A structural
break is identified in the area covered by Ak, Ak′ if the value β1

k[X] is “big" and β1
k+1[X] is “small” (or vice

versa) where the laer evaluative expressions are assigned using the methods of FNL. In this paper we will
compare our method with the other statistical ones. In order to evaluate and compare the efficiency and
accuracy of all methods, we will apply them to one specific real time series, that includes both break points
as well as intervals. The results will be extensively discussed.
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The Kemeny method for ranking aggregation is a well-known technique for generating a collective rank-
ing from individual preferences. It is based on determining the winner as the closest to all the opinions,
measuring this with a distance based on the number of disagreements between the rankings. However, it is
computationally complex, making it difficult to scale to large datasets.

The Kemeny distance is computed using the pairwise comparison of the alternatives in terms of number
of votes. This is gathered in a matrix, known as the pairwise comparison matrix. However, when this matrix
is obtained from rankings, the distribution of the matrix is restricted. In this work, we study how this impacts
on the possible distances obtained for the Kemeny ranking. By analyzing the characteristics of the ranking
profile, we are able to identify how these restrictions affect the final distance obtained and the implications
for reducing the execution time required to determine the winner. Additionally, we explore the use of the
Borda ranking as an initial bound for the Kemeny ranking, and introduce two new initialization bounds for
the algorithm. The research also shows that the theoretical bounds are affected by the characteristics of
the ranking profile. Furthermore, the study investigates the relationship between the number of voters and
the distance between the Borda and Kemeny rankings, and introduces two new initialization bounds for
the algorithm. The research also shows that the theoretical bounds are affected by the characteristics of
the ranking profile. Additionally, other initialization methods are studied and indices that measure different
characteristics of the profile are considered and studied in relation to the final distance obtained. By studying
the distance of the winner solution aending to characteristic of the preferences expressed by the voters,
this work aims to make the Kemeny method more accessible for real-world applications by reducing the
execution time required to determine the winner.
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Nowadays, real-world decision-making problems become more and more complex and demand Group
Decision-Making (GDM) schemes that involve various participants with different perspectives to select the
best solution for the problem. In such schemes, conflicts and opinion polarization are usual. Therefore,
Consensus Reaching Processes (CRPs) have emerged to deal with such conflicts among the group members
and reach an agreed-upon solution. Linguistic Group Decision-Making (LiGDM) and Linguistic Consensus
Reaching Processes (LiCRPs) have become popular, and many different proposals for LiGDMs and LiCRPs
with fuzzy preference modeling have been introduced in the specialized literature, because of their ability
to allow participants to express their opinions by using qualitative terms from natural/artificial languages
and managing uncertainty. However, there is a lack of objective metrics to compare and analyze the perfor-
mance of different LiCRPs in each specific LiGDM problem [1]. Therefore, this contribution introduces the
first linguistic metric that objectively compares LiCRPs models and determines the best-performing one [2].
This metric compares the results of a LiCRP with an ideal scenario in which the decision-makers reach the
consensus threshold by changing as less as possible their original opinions. To model such an ideal situation,
minimum cost consensus models are extended to manage ELICIT (Extended Comparative Linguistic Expres-
sions with Symbolic Translation) information. ELICIT values enable modeling fuzzy linguistic preferences
and performing precise computing with words operations.

Keywords: Computing with words, ELICIT information, Fuzzy linguistic approach, Linguistic cost metric,
Minimum cost consensus
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Since the publication of the first report on the Circular Economy (CE) in 2013, there has been a surge of
interest in the topic from both society and the business community. This has resulted in the development
of a substantial body of academic literature aimed at establishing principles that can serve as a theoretical
foundation for the CE concept. Governments are seeking to understand how organizations are transitioning
to the new production model. However, despite the efforts of researchers and companies to create effective
measurement systems, it remains challenging to determine which aspects to measure and how intensely
an organization is implementing the CE model. The existing measurement proposals rely on costly and
time-consuming methodologies that combine different approaches [1]. To address this issue, we propose a
comprehensive consensus model for large-scale group decision-making, which minimizes costs and adjusts
experts’ initial preferences to obtain accurate measurements of indicators on which all parties can agree.
According to the agreement achieved and different rules, the indicators can be accepted or rejected. In this
sense, the use of fuzzy thresholds in the acceptance/rejection rules can provide a more flexible selection
process. Our research aims not only to provide a fast, useful, and accurate method for measuring CE but
also to demonstrate its benefits and effectiveness by comparing its performance to a real-world case in the
building industry.
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Fuzzy sets were first established by Zadeh[3] in 1965. In 1975, he also proposed the concept of type-n
fuzzy sets[4], where the membership function is a type(n-1) fuzzy set. Interval type-2 fuzzy sets (IT2FSs)[2]
are a particular case of type-2 fuzzy sets where the secondary membership function is equal to 1 in a subset
of the domain and 0 otherwise. There are several examples of interval type-2 fuzzy sets that the majority
of the authors did not take into account[1].

Nowadays, it is quite common to employ similarity measures where the most common measures employ
a real-valued function, where 0 indicates complete dissimilarity and 1 indicates identical.

In our paper, we examined the literature for similarity measures for IT2FSs and discovered that most
of them have certain shortcomings, mainly that they do not work properly for non convex secondary mem-
bership functions. In this work, we will present some counter-examples and propose a new similarity based
on Jaccard’s similarity which allows handling non convex secondary membership functions.
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The search for a measure that defines (dis)similarity between interval-valued fuzzy sets (IVFSs) has
received great aention in the last two decades. The first proposals that we can find in the literature were
functions that provided as a final result a unique value (see for example [2]). This makes sense when the
information is provided by fuzzy sets. If the degree of membership of the elements can be expressed in such
a precise way that it is just one value, the difference between two opinions (difference between two fuzzy
sets) can be expected to be provided with precision (should also be given by just one value). However, when
the experts cannot be so precise and are allowed to provide an interval to express the membership of each
element to a set, the differences between experts should also be allowed to be imprecise: an interval is the
reasonable output in general [1,3,4,5]. But we should not forget that as particular cases of IVFSs we have
fuzzy sets. In other words, that even in the context of IVFSs we allow judges to be accurate if they can and
that in this case the degree of disagreement could/should be required to be precise as well.

In this contribution we rethink the definition of (dis)similarity between IVFSs focusing on the fact that
fuzzy sets are particular cases of IVFSs. We first establish an axiom for the dissimilarity between “degen-
erated IVFSs”, this is, between fuzzy sets. Departing from this axiom, we revisit different properties that
are usually included in the definition of dissimilarity between IVFSs and obtain new conditions that fol-
low from combining our departing premise with other axioms of well-known previous definitions. Most of
these new properties being expressed in terms of the comparison of the fuzzy sets that are included in an
interval-valued fuzzy set.
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The topic of this contribution belongs to the basic ground of fuzzy set theory. We plan to discuss the
notion of interactivity. Although the notion of interactivity is quite old (It has been defined by L. Zadeh
in 1975.), many mathematicians do not consider it when applying some results of fuzzy set theory. This
fact is somewhat surprising because the well-known Zadeh’s (extension) extension is a special case of the
interactivity-based (sup-J) extension principle.

The notion of interactivity between two or more fuzzy numbers is strongly connected with notions of a
joint possibility extension J and a so-called sup-J extension principle, and it has been intensively studied in
the last two decades. For instance, in 2004, Fullér, Carlsson, and Majlender ([1]) introduced a relation between
interactivity and a joint possibility extension, practical aspects of interactive computing (the one given by
a sup-J extension principle) were studied by K. Scheerlinck, B. de Baets, et al. ([2]) about ten years ago,
and numerous mathematicians studied also interactive fuzzy arithmetic in the last decade. Surprisingly, the
interactive arithmetics can provide some interesting features, which are not available for "standard" fuzzy
arithmetic (i.e. the one using Zadeh’s extension principle), and the group around E. Esmi, de Barros et al.
recently showed useful practical impacts of the interactive computing. For instance, one can mention the
existence of the inverse element for the interactive addition, the existence of the interactive derivative, etc.

In our talk, we would like to go further in this direction, by studying some aspects of interactive arith-
metics: for instance, by studying conditions, under which the interactive operation preserves inverse ele-
ments of given operations.
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Weighted fuzzy rules are commonly utilized in fuzzy logic systems as they enhance the system’s output
accuracy and reliability. Fine-tuning of the behavior and sensitivity of the system to different input conditions
is feasible by adjusting the weighting factors of the fuzzy rules at various levels, including the antecedent
level, the consequent level or the whole rule (see, e.g., [1]).

In this contribution, we employ a novel approach using generalized quantifiers that are appropriate for
analyzing dependencies in the form of "If antecedent, then consequent," which are known as implicational
quantifiers of the General Unary Hypothesis Automaton (GUHA) method [2]. Subsequently, we combine the
values of this quantifier, calculated on the basis of input observations, with suitable fuzzy rules analogously
to the case of implicative normal forms introduced in [3]. This approach leads to a novel category of weighted
fuzzy rules. Finally, we provide some examples that illustrate its behavior and suitability for data analysis.
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Logic programming is a relevant field in knowledge representation, which has been widely studied from
both theoretical and applied perspectives. The semantics of a logic program has been characterized by
the post-fixed points of the immediate consequences operator in a fuzzy framework [2]. This operator is
defined from the supremum of a set of values. Hence, the existential feature of the supremum is inherent
in its definition. Therefore, when for example the dataset contains some noise, the final computed result
(the output of the immediate consequences operator, and so the semantics associated with the given logic
program) can be altered with only one wrong value in the computation. In order to solve this problem, in [3] a
broader definition of the immediate consequences operator was presented based on generalized quantifiers,
which main properties were studied in [4].

This paper advances in this challenge introducing a new definition of orness [5] adapted to this frame-
work. This notion is fundamental to be sure that the introduced immediate consequences operator defined
through generalized quantifiers is not far from the original definition based on the supremum operator, that
is, the operator which has the greatest orness. Moreover, novel theorems on the continuity of the immediate
consequences operator will be introduced. Ensuring the continuity of this operator, as Damásio and Pereira
asserted in [1], is paramount in order to obtain the least fixed point (the optimal semantics) of the program
in a countable number of iterations.

Acknowledgements Partially supported by the 2014–2020 ERDF Operational Programme in collabora-
tion with the State Research Agency (AEI) in project PID2019-108991GB-I00, with the Ecological and Digital
Transition Projects 2021 of the Ministry of Science and Innovation in project TED2021- 129748B-I00, and
with the Department of Economy, Knowledge, Business and University of the Regional Government of An-
dalusia in project FEDER-UCA18-108612, and by the European Cooperation in Science & Technology (COST)
Action CA17124.

References
[1] C. V. Damásio and L. M. Pereira. Hybrid probabilistic logic programs as residuated logic programs. In
Logics in Artificial Intelligence, JELIA’00, pages 57–73. Lecture Notes in Artificial Intelligence 1919, 2000.
[2] J. Medina, M. Ojeda-Aciego, and P. Vojtáˇs. Multi-adjoint logic programming with continuous semantics.
In Logic Programming and Non-Monotonic Reasoning, LPNMR’01, pages 351–364. Lecture Notes in Artificial
Intelligence 2173, 2001.
[3] J. Medina and J. A. Torné. Fuzzy Logic Programming with Generalized Quantifiers, pages 17–23. Springer
International Publishing, Cham, 2023.
[4] J. Medina and J. A. Torné-Zambrano. Immediate consequences operator on generalized quantifiers. Fuzzy
Sets and Systems, 2022.
[5] R. Yager. On ordered weighted averaging aggregation operators in multicriteria decision making. IEEE
Transactions on Systems, Man and Cybernetics, 18:183–190, 1988.

45



Closure Structures as fixed points of some Galois connections

Manuel Ojeda-Hernández, Inma P. Cabrera, Pablo Cordero, and Emilio Muñoz-Velasco

Universidad de Málaga, Andalucía Tech, Málaga, Spain
{manuojeda,ipcabrera,pcordero,ejmunoz}@uma.es

The starting point of this work is [2], where the fuzzy powerset of a fuzzy laice A, the set of isotone
mappings on A and the set of isotone total relations on A were proved to be related by three fuzzy Galois
connections such that fuzzy closure systems, fuzzy closure operators and the so called strong fuzzy closure
relations are fixed points. The final part of that paper studied the commutativity of the diagrams formed
by these mappings.

The next step would be to include closure systems as crisp sets in this problem. Since the powerset of
A is a partially ordered set, this addition might be done in two main ways, either we consider the 1-cut of
the preposets and study the crisp problem, or consider the “fuzzification” of the crisp order relation.

The restriction of the results in [2] to the 1-cut behave properly within the new paradigm and we focus
on the definition of the two fuzzy Galois connections between (2A,⊆) and (Ext(LA), S), and (2A,⊆) and
(Isot(AA),⪯), where ⪯ is the pointwise order. These two conjectures hold substituting the set of all fuzzy
sets by the set of all extensional fuzzy sets, which is not a strong restriction since every fuzzy closure system
is an extensional set. This study was carried out in [1], which is currently submied to journal. The study of
the commutativity of the whole diagram of fuzzy Galois connections is still an open problem. Some partial
solutions to this problem are the restriction to the fuzzy closure structures and the use of a Heyting algebra
as the underlying residuated laice.
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In 2011, L. Zadeh introduced the computational linguistic model based on Z-numbers with the intention
of modelling natural language more accurately [6]. A Z-number is a pair (A,B) of fuzzy numbers where
the second component expresses the credibility/confidence/assurance about the value taken by the first.
However, the literature shows that their use is associated with high computational costs, an important
drawback for any application. A new approach has recently been proposed in [3,4] that considers Z-numbers
based on discrete fuzzy numbers (DFNs) to reduce the computational costs while still maintaining the
inherent linguistic flexibility of these operators.

In this work, and following the ideas established in [3], the construction of total orders on the set of
Z-numbers based on DFNs is investigated. Specifically, the total order is designed for Z-numbers based on
DFNs whose membership values belong to a finite set. The method relies on solid and coherent linguistic
criteria and several linguistic properties are analyzed. Indeed, the first components of the Z-numbers to order
are transformed by using the credibility of the second components in the sense that a low credibility enlarges
the uncertainty of the first component. These transformations generate DFNs to which an admissible order
defined on the set of these operators [5] is applied by using different linear interval orders as established
in [1,2] to compare their cuts. The paper concludes by presenting an illustrative example to show the
applicability of this approach in a decision making problem by means of the ordering of the Z-numbers
provided by the experts.
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This study continues research on multi-valued logic approach to similarity modeling based on inter-
polative Boolean algebra (IBA) in [1,1]. A novel parametrized [0,1]-valued logic measure, as an extension of
IBA equivalence with parameters, is defined for measuring similarity. Besides the theoretical background
and properties checking, in this research special aention is devoted to empirical analysis. For validation
purposes, classification based on IBA similarity is used. Defined parametrized measures are evaluated and
compared in the case of standard classification data sets, and it is shown that they can improve classification
results.

Keywords: Similarity modeling · Interpolative Boolean algebra · IBA equivalence · Parametrized similarity.
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The fuzzy transform of higher degree (F-transform for short) is a useful tool in data analysis and pro-
cessing. Among the most important features of the F-transform belong higher frequency filtering and noise
reduction, which was successfully used in time series analysis in [3]. The theoretical analysis demonstrated
the applicability of the F-transform for trend-cycle estimation in time series modeling, which, among other
things, initiated theoretical research on the F-transform of stochastic processes and time series as their
realizations. However, this research is based on an “ad hoc” definition of the F-transform for stochastic
processes, where computational formulas with the standard Riemann integral are replaced by formulas
with the mean square Riemann integral of the stochastic process (see e.g. [4]). Since the components of
the F-transform of functions are orthogonal projections onto subspaces of polynomials in the corresponding
weighted Hilbert spaces, a natural question arises whether the F-transform of stochastic processes can be
introduced in a similar way. The aim of the talk is to show that an affirmative answer to this question can
be achieved using so-called (weighted) Bochner spaces of random processes, where an orthogonal projection
leads to a subspace of random polynomials. We show that the previously used definition of “ad hoc” is correct,
i.e. the computational formulas have the same form, only the integral changes. We also present an interest-
ing result about autocorrelation functions (see [4]), which says that the F-transform of an autocorrelation
function (a complex-valued two-dimensional function) coincides with the F-transform of a stochastic process
(a complex-valued one-dimensional stochastic process).
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3. Novák V., Perfilieva I., Holčapek M., Kreinovich V.: Filtering out high frequencies using F-transform. Inf Sci. 274 (2014)

192–209.
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An overview of recent results on relational equations on Omega algebras, possible applications and
some new perspectives will be presented. The essential part of Omega algebras is a fuzzy weak equivalence
relation compatible with algebra operations. Several types of algebras are developed and investigated in
this context [1,2,3,4]. Identities are valid approximately (up to the equivalence relation). Omega algebras
can be represented by a closure system of the laice of weak congruences. This is a context in which
the equations and relational equations are defined. As an algebra with one binary operation, a quasigroup
is the most convenient algebraic structure for solving simple equations and systems of equations. Omega
quasigroups and methodology of equations and inequalities with one unknown were developed in [3]. Further,
the notion of the Omega ring was developed in [4] as a good framework for developing Omega polynomials
over the Omega rings and polynomial equations as the next step in our further investigations. Moreover,
approximate solutions of two main types of matrix equations were presented in the context where the
operation on matrices is not a standard composition but any convenient binary operation [5]. This approach
is further generalized to many different types of relational equations, and some possible areas of applications
are proposed. Part of the results was obtained in cooperation with Branimir Seselja, Aleksandar Krapez,

Vanja Stepanovic, Jesus Medina, Jorge Jimenez, Maria Luisa Serrano, Branka Budimirovic, and Vjekoslav
Budimirovic.
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In many decision problems, individuals evaluate a set of alternatives through ordered qualitative scales

instead of using numerical values. The reason is that human beings are more comfortable using words than
quantitative assessments. Sometimes it is implicitly assumed that ordered qualitative scales are uniform: the
psychological proximity between consecutive terms of the ordered qualitative scale is perceived as identical.
However, that assumption could be not realistic in some cases. For instance, in the 5-term ordered qualitative
scale terrible, poor, average, good, great, used by the Pew Research Center, if ‘good’ is perceived closer to
‘great’ than to ‘average’, or if ‘average’ is perceived closer to ‘good’ than to ‘poor’, etc., then the scale is not
uniform.

In order to deal with that problem, García-Lapresta and Pérez-Román (Applied So� Computing, 2015)
introduce ordinal proximity measures for dealing with non-uniform ordered qualitative scales, taking into
account ordinal proximities between the linguistic terms of the scales. García-Lapresta, González del Pozo and
Pérez-Román (Information Sciences, 2018) provide an algorithm that generates metrizable ordinal proximity
measures from the answers to 2-4 questions about the proximities between the linguistic terms of 4-term
ordered qualitative scales. Nevertheless, when the scale has more than 4 terms, there is a high increase in
the problem’s complexity.

In this contribution, we propose a different procedure to the one included in García-Lapresta, González
del Pozo and Pérez-Román (Information Sciences, 2018) to associate a metrizable ordinal proximity measure
to an ordered qualitative scale. The new proposal is based on a visual procedure that generates a metrizable
ordinal proximity measure on an ordered qualitative scale through sliders. The new procedure has been
implemented in some online surveys in order to know how some ordered qualitative scales used by public
organizations are perceived by the respondents.
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Artificial Neural Networks (ANNs) are machine learning models designed to mimic the structure and

function of the human brain. They can solve various problems in various fields, including mathematical prob-
lems, financial problems, engineering, and medical sciences. The use of ANNs to solve differential equations,
such as Volterra integrodifferential equations, is an active area of research. In this research, we propose
a methodology for using ANNs to solve these types of equations and compare the results of this method
with those of other well-known procedures to demonstrate its effectiveness. We propose a framework for
using artificial neural networks (ANNs) to solve Volterra integrodifferential equations (IDEs). The proposed
methodology uses feed-forward neural networks (NNs) as surrogate models to approximate the exact solu-
tions of IDEs. The solutions obtained through this method are differentiable and wrien in closed analytical
forms. A�er the feed-forward, the network will approach the same solutions and enhance the biases. The
training of NNs is based on different optimization algorithms, and a trial solution is used as a generalized
solution that satisfies the boundary conditions. We also compare various activation functions and choose
the hyperbolic tangent function as the basis activation function.
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In this contribution, we introduce K-increasing functions which are a generalization of monotone func-
tions. A monotone function f : In → R, where I is a real interval, is either increasing in all variables or
decreasing in all variables. In real-world applications, it is not unusual to consider functions that are hybrid
monotone, i.e., monotone in all variables, but not in the same sense. As a typical example of such functions,
we can mention utility functions which are used in multi-criteria decision-making where positive and nega-
tive criteria are processed simultaneously. Consider a function f : In → R and a set K ⊆ {1, 2, . . . , n}. We
say that the function f is a K-increasing function if and only if it is increasing in the variables indexed by
elements of K and decreasing in all variables with indices in Kc = {1, 2, . . . , n}\K . An important example
of {2}-increasing functions f : [0, 1]2 → [0, 1] is the class of fuzzy implications, which, together with hybrid
monotone utility functions, were our main motivation for building the framework of K-increasing functions.
In this work, basic properties of K-increasing functions are examined and exemplified. Special aention is
devoted to K-increasing aggregation functions which are a generalization of aggregation functions (see, e.g.,
[1]).
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In this contribution, we focus on new constructions of concordance measures. In the first part, we consider
concordance measures induced by a single point (x, y), 0 < y ≤ x ≤ 1

2 . Note that if x = y = 1
2 , the Blomqvist

beta is covered. For some details we recommend our recent paper [2]. Let C be the class of all bivariate
copulas. The introduced concordance measure κ(x,y) is for each C ∈ C given by κ(x,y)(C) =

K(x,y)(C)−2

4y ,

where

K(x,y)(C) = C(x, y) + C(y, x) + C(1− x, y) + C(x, 1− y) + C(y, 1− x)

+ C(1− y, x) + C(1− x, 1− y) + C(1− y, 1− x),

and it is convex, i.e., for all copulas C1, C2 ∈ C and λ ∈ [0, 1] we have
κ(x,y) (λC1 + (1− λ)C2) = λκ(x,y)(C1) + (1− λ)κ(x,y)(C2).

In the second part, we present and discuss transformed concordance measures f(κ), f : [−1, 1] → [−1, 1]
being an odd automorphism. For example, if f(x) = x3 then for any concordance measure κ : C → [−1, 1],
κ3 is also a concordance measure. In the third part, we consider n concordance measures κ1, . . . , κn and
an n-ary aggregation function A : [−1, 1]n → [−1, 1]. If A is continuous and A(−x) = −A(x) for each
x ∈ [−1, 1]n, then κ = A(κ1, . . . , κn) is a concordance measure, too. Finally, we introduce probability-
based constructions of concordance measures, covering, among others, Spearman’s ρ, Gini’s γ and also
copula-based constructions due to Fuchs and Schmidt [1].
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In 2015, Do and Thiele introduced the outer measure spaces theory in the context of harmonic and
time-frequency analysis in the paper [2]. They constructed a new type of nonadditive integral using the
so-called size and the outer essential supremum related to it. This concept became the basis for further
research. Several authors developed their ideas. In [3], the authors generalized the original concept by
considering arbitrary monotone set functions instead of only subadditive set functions. Later, Boczek et
al. in [1] generalized this concept by replacing the outer essential supremum with the so-called conditional
aggregation operator. The values of this operator do not depend only on the input vector, but also on the
(conditional) set. This concept generalizes the standard version of the level measure. The work of Do and
Thiele was also studied in the paper [4], in which a generalization of the integral based on sublinear means
is presented.

In the contribution, we shall discuss the Choquet integral based on conditional aggregations and sublinear
means. Weighted sum, the standard Choquet integral with respect to submeasure, etc. are examples of
conditional aggregation operators and also sublinear means. Therefore it is interesting to compare the
constructions of these generalizations of the Choquet integral. Namely, we shall present sufficient conditions
under which the concept based on sublinear means coincides with the concept based on the conditional
aggregation operators. In the contribution, we shall discuss also the basic properties of these concepts.
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Linearization plays a key role in several models of real life problems. We focus on two approaches to
local linearity of aggregation and related functions (e.g., fuzzy implication functions).
The first approach is linked to linear splines F defined on n-ary unit interval with values in the unit interval,
for a dimension n equal or greater than 2. Each linear spline can be characterized by non-overlapping
simplexes E1, . . . , Ek , such that their union is just n-ary unit interval and a restriction of function F/Ei

is an affine function on Ei, for i = 1, . . . , k. Note that k is bounded from bellow by n! . We introduce several
examples, in particular for case when k = 2. Then necessarily n = 2, and we can consider only two simplexes
couples, and the related linear splines are then completely derived by values F(0,0), F(1,0), F(1,0) and F(1,1).
We recover several well-known fuzzy logical connectives, such as triangular norms and conorms (Lukasiewicz
norm, Lukasiewicz conorm, Min, Max), but also Lukasiewicz implication or Kleene-Dienes implication. Also
piece-wise linear copulas are discussed.
Observe that ordinal sums of triangular norms, triangular conorms or copulas preserve the piecewise linear-
ity. For copulas, also W-ordinal sums preserve the piecewise linearity, but not PI-ordinal sums. For preserving
the piecewise linearity, also piecewise linear automorphisms of the unit interval could be considered, as well
as piecewise linear decreasing bijections (recall, e.g., dual aggregation functions).
The second approach is inspired by the positive homogeneity of aggregation functions, which can be formu-
lated as the linearity of F on any segment <on, xn>, where on=(0, … , 0) and xn is a point from n-ary unit
interval. For fixed point yn from this interval, function F is called an yn-linear function whenever, for any
point zn different from yn, the restriction of function F to the related segment, i.e. F/<yn, zn> is linear.
Several properties and classes of yn-linear functions are discussed, in particular for the case n=2. As an
important example covered by both linearization approaches, the Choquet integral is characterized by an
alternative axiomatic approach.
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[1] Stupňanová A., Su Y., Mesiar R. End-point linear functions. Iranian Journal of Fuzzy Systems 18, (2021),
pp. 1-12.
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Recently [10], we have introduced and given some basic examples of t-norms on a more general math-
ematical structure known under various names, such as trellises [4], tournament laices [2] or weakly
associative laices [1,3]. A trellis is more general than a laice since the partial order relation is replaced
by a more general reflexive and antisymmetric relation, while preserving the existence of meets and joins of
2-element subsets. We have provided a generic construction method that allows to extend a t-norm on an in-
terior range of a given meet-semi-trellis to the entire meet-semi-trellis. In this contribution, we discuss more
alternative construction methods to obtain t-norms on bounded trellises. We first discuss a construction
method based on retractions. Inspired by the fact that ordinal sums are the most important constructions
studied in the theory of t-norms on the unit interval [6] and on bounded laices [1,3,7,8], we pay special
aention to this construction method in the seing of trellises.

Keywords: Pseudo-ordered set; trellis; t-norm.
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Copulas, quasi-copulas and semicopulas have obtained interest as special types of aggregation functions
and due to their relevance in theory and applications like, e.g., in probability theory and statistics or applica-
tions in finance and hydrology. Different construction methods for such aggregation functions have already
been discussed in the past: block-wise methods leading to different types of ordinal sums, grid construc-
tions or patchwork results; perturbation methods transforming copulas into functions sometimes leading
to quasi-copulas or even copulas; or considering truncation for ensuring some characteristic properties or
necessary conditions for being a (quasi-)copula.

We focus on M -, Π-, and W -ordinal sums with summands from M , Π and W only and their pertur-
bations. The perturbations involve some parameter θ such that, starting from some function F a family of
functions (Fθ) is being obtained: monotone increasing with the family parameter θ though possibly losing
2-increasingness, the 1-Lipschitz property or even monotonicity of the original function F itself. As such
the question for parameter sets leading to copulas or quasi-copulas is naturally motivated.

Being aware of the results by Hürlimann, who successfully applied truncation by W and M to perturba-
tions of Π , as such leading to an extension of the Eyraud-Farley-Gumble-Morgenstern family of copulas, or
the results by De Baets et al. on the truncation of modular functions for obtaining copulas, also an additional
truncation by W and M has been investigated leading to larger (sometimes and interestingly even non-
convex) sets of parameters ensuring that the obtained functions are copulas. In particular, we shall discuss
conditions on the parameters θ for Π-ordinal sums with summands chosen from one of three basic copulas
M , Π , W . We will provide examples of such Π-ordinal sums with minimal resp. maximal parameter sets
and show that the first and last summand copula play a particular role. We will also present an interesting
example of a Π-ordinal sum where truncation helps to largely extend the set of admissible parameters.
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The key property of the partial order relation of a poset or laice is its transitivity. Lack of transitivity
can manifest itself in two flavors: the presence of cycles (A beer than B, B beer than C, and C beer than A)
or simply incomparability (A beer than B, B beer than C, but A and C being incomparable). Corresponding
mathematical structures are pseudo-ordered sets (psosets, for short) and, in particular, trellises [2,4]. Psosets
generalize posets by eliminating the transitivity property, while (proper) trellises do the same compared to
laices, while preserving the existence of meets and joins of 2-element subsets.

The impact of abandoning transitivity causes the meet and join operations of the related proper trellises
no longer to be associative (hence, the alternative name ‘weakly associative laices’ for trellises [1,3]), and
of interest to this contribution, no longer to be increasing. In this note, we aim to investigate weaker
forms of monotonicity of binary operations on a trellis and/or a laice. We restrict our aention to those
satisfied by the meet and join operations of a trellis or laice. Furthermore, we demonstrate the role of
these weaker forms in the characterization of the meet and join operations of a trellis, laice or chain as
specific idempotent operations.

Keywords: Binary operation, monotonicity, join, meet, laice, trellis.
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Increasingness w.r.t. each argument is fundamental to the definition of aggregation functions; however,

this may exclude certain sound functions such as the mode function or the Lehmer mean from the framework
of aggregation functions when fusing data. To address this problem, ‘weak monotonicity’ [2] and ‘directional
monotonicity’ [4] were proposed as relaxation of the increasingness condition for aggregation functions.
These notions have also been extended to bounded chains [5].

In the context of laices [3], recently a plethora of alternative weaker forms of increasingness of bi-
nary operations have been introduced in [7], providing alternative characterizations of the meet and join
operations of a chain, laice or trellis [6].

However, the structure of the set of binary operations satisfying one of these alternative weaker forms
has not yet been investigated. In this contribution, we present first results in that direction, in particular
the closedness of these sets under appropriate pointwise operations. Next, we address the laice and group
structure using the well-known concept of dominance between binary operations [1].
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The honeycomb-based polygonal chain is a well-established concept in computational geometry, with
diverse applications in computer graphics, robotics, and architecture. Aggregating these structures is a
novel approach that shows promise in various fields, including the analysis of multi-agent systems such
as swarms of robots or insects. In this context, aggregation functions are commonly used to calculate the
average behavior of the swarm, making new results highly influential in the development of this field.

Traditionally, honeycomb-based polygonal chains are represented by their previous two vertices and a
rotation matrix. We present three new forms of representation that utilize different mathematical fields,
including trigonometry, modular arithmetic, and combinatorics. Each approach offers unique and intriguing
possibilities for approximating the cardinality of honeycomb-based polygonal chains of specific lengths.

We use the new approximation formulas in aggregation functions to define boundary conditions, which
are essential to obtain well-defined aggregation functions and further results. Additionally, we estimate the
power of the domain and the set of values to directly limit the number of aggregation functions and their
practical applications. By understanding the power of the domain and the set of values, we can identify
the most suitable aggregation function for a given problem and optimize its performance for a specific
application.

Keywords: Aggregation function · Honeycomb · Polygonal chain · Cardinality · Approximation.
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This article studies how to simulate the tourist flow in a city from the point of view of the task allocation
problem [2,5,6]. We assume that all tourists start their tour from a cruise ship docked in the Port of Palma.
Then, each tourist decides which places to visit and the order to do it. The tourist making decision process
to choose the path depends on a combination of two stimulus, the utility to visit each place and the distance
to go there. The utility is a subjective perception modeled by the stars and reviews downloaded from Google
“Things to do” in Palma and the distance is computed by the Vincentry distance. Using conjunctive aggrega-
tion functions, specifically the minimum and the product, and the harmonic mean as internal aggregation
function [4], we merge this information to define the tourist response and, thus, to model how the tourist
feels stimulated to visit the different places of the city over the time. The tourist decision making process
is modeled by two different decision making methods. One of them solves the celebrated Bellman-Zadeh
optimization problem selecting the maximum value computed by the aggregation function [1]. The other
one is based on sampling of possibility distributions (in the sense of [3]), without following any optimality
criterion. In order to generate the simulations, all the aforementioned ingredients are put in common by
means of multiple one-period possibilistic Markov chains which provide the route chosen by tourists over
time. The simulations and the model are implemented in Python.
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In the last twenty years, many papers on ordinal sum of associative monotone operations have been
published, see, e. g., [4,5]. In most of them, two kinds of problems are solved. Namely, under which conditions
the resulting operation is again associative, and the other problem addressed are various modifications of
construction possibilities for ordinal sums yielding associativity. All this study has been initialized by the
seminal work [1]. Another paper that started the research, is [2].

In this contribution, we will be focused in presenting another problem. Namely, if the result of an ordinal
sum construction is a commutative semigroup, what type of operations we can get as the result. The main
type of semigroups we will deal with will be uninorms. An inspiration for this research was teh paper [3]
and the references therein.
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While the standard domain for fuzzy logic connectives is the unit interval, the use of finite chains as
a representation tool for linguistic labels is more appropriate for the handling of qualitative information.
In such cases, the finite chain Ln = {0, 1, ..., n} provides a general framework for expressing any finite,
totally ordered set and the operators defined on it. Despite the significant research into certain families of
operators defined on Ln [1], some families have yet to be thoroughly studied. An example is the family of
discrete (S,N)-implications, which remains to be fully characterized. It is worth noting that, in the [0, 1]
domain, several efforts have been made to achieve the full characterization of this family. Indeed, it has
been characterized in [2] when N is continuous, and in [3] when N is a negation with a single discontinuity
point and the t-conorm is the maximum or strict.

In this research, we tackle the characterization of discrete (S,N)-implications, i.e., given a binary oper-
ator I : L2

n → Ln, we aim to determine the conditions under which there exists a discrete t-conorm S and a
discrete negation N such that I(x, y) = S(N(x), y) holds for all x, y ∈ Ln. The general characterization in
the discrete case resembles the analogous in the [0, 1] framework. Specifically, it also involves the completion
of discrete t-conorms known on a subregion of L2

n but without further assumptions on the natural negation
NI , given by NI(x) = I(x, 0), for all x ∈ Ln. However, this process also inevitably leads to a study of when
the underlying discrete pre-t-conorm can be completed to a discrete t-conorm, which diverges significantly
from the [0, 1] case. To achieve this, the property of smoothness, which is typically regarded as equivalent
to continuity in discrete seings, is considered. The rigid structure of smooth discrete t-conorms, which
can be represented as an ordinal sum of Łukasiewicz discrete t-conorms [1], makes it possible to estab-
lish sufficient conditions to determine when a smooth discrete pre-t-conorm can be completed to a smooth
discrete t-conorm when the natural negation has only one point of non-smoothness. Furthermore, in the
cases studied, it has been determined whether the completion is unique or, if not, the number of possible
completions.
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The question of whether a continuous t-norm whose values in a subregion of the unit square are unknown
can be (uniquely) completed is a classical and significant problem in the study of these operators [1]. The
results regarding this topic are valuable since they disclose important information about their structure,
for instance, which subregions of the domain determine the rest of the values uniquely. This problem is
usually studied for continuous Archimedean t-norms, since thanks to the existence of additive generators
the problem can be interpreted as a functional equation, which variates depending on the unknown region.

In [2] the authors uncover another incentive for the study of this problem. By the duality between t-
norms and t-conorms, they prove that the characterization of (S,N)-implications where N is a non-continuous
fuzzy negation is equivalent to the problem of the completion of a t-norm whose expression is unknown in a
subregion of the unit square, where the unknown region is determined by the discontinuities of the respective
fuzzy negation. Particularly, in the case when N has one point of discontinuity, the interest relies on the
determination of the continuous completions of pre-t-norms defined in eight specific regions which, up to
our knowledge, have not been previously considered in the literature. Thus, our contribution is to provide
the continuous completions of cancellative and conditionally cancellative pre-t-norms defined in these eight
regions.

The obtained results are very different depending on the region and the cancellative and the conditionally
cancellative situations, so several cases have had to be analysed and a specific approach was necessary for
almost each case. Depending on the case, the corresponding pre-t-norm can be completed uniquely or it
has an infinite number of completions, but in all cases we provide the construction of all the continuous
completions in terms of an additive generator.

Acknowledgements

This work was partially supported by the R+D+i Project PID2020-113870GB-I00-“Desarrollo de herramientas
de So� Computing para la Ayuda al Diagnóstico Clínico y a la Gestión de Emergencias (HESOCODICE)”,
funded by MCIN/AEI/10.13039/501100011033/. Raquel Fernandez-Peralta benefits from the fellowship
FPU18/05664 granted by the Spanish Ministry of Science, Innovation and Universities within the Training
University Lecturers (FPU) program. Andrea Mesiarová-Zemánková was supported by grant APVV-20-0069.

References

1. Alsina, C., Frank, M., Schweizer, B.: Associative Functions: Triangular Norms and Copulas. World Scientific Publishing
Company (2006)

2. Fernandez-Peralta, R., Massanet, S., Mesiarová-Zemánková, A., Mir, A.: A general framework for the characterization
of (S,N)-implications with a non-continuous negation based on completions of t-conorms. Fuzzy Sets and Systems 441,
1–32 (2022)

67



68



Part IV

SS1: Interval uncertainty





Necessary and sufficient conditions for differentiability of
interval-valued functions

Beatriz Hernández-Jiménez1, Rafaela Osuna-Gómez2, Tiago M. Da Costa3, and Antonio Pascual-Acosta2

1 Universidad Pablo de Olavide, Sevilla, Spain
2 Universidad de Sevilla, Sevilla, Spain
3 Universidad de Tarapacá
mbherjim@upo.es, {rafaela,apascual}@us.es, grafunjo@yahoo.es

A�er a review on differentiability notions for interval-valued functions you can fin in the literature,
we present necessary and sufficient conditions for generalized Hukuhara differentiability of interval-valued
functions and counterexamples of some equivalences previously presented in the literature, for which im-
portant results are based on.

Differential Calculus is a branch of Mathematics that allows us to solve problems where the change of
variables can be modeled in a numerical continuum to determine, from it, the variation of these elements
in specific moment or interval. The Optimization Theory is a basic part of Applied Mathematics, and the
development of differential calculus has enabled powerful mathematical tools for this area.

The Differential Calculus has provided essential mathematical tools to areas as physics, biology, engi-
neering, economics, among others. In particular, since Fermat and Lagrange’s work, Differential Calculus has
played a leading role in the Optimization Theory. In order to optimize a differentiable function or to solve
an optimization problem with constraints, derivative is crucial in both situations and numerical algorithms
for computing approximately optimal solutions because the main iterative optimization methods are based
on the evaluation of hessian matrices or gradients.

Under the hypothesis that observations and estimates in the real world are incomplete to accurately
represent the actual data, the Interval Analysis was introduced by Moore with the aim of managing the
imprecision or lack of accurate information that appears on many mathematical models or computational
of some real-world deterministic phenomena.

Moreover, interval differentiability and its application in fuzzy environment is an active research area
as you can see in literature. But it has not been developed without problems, in order to define correctly
the operations between intervals and to establish the appropriate differentiability concept due to the no
linearity of the space of intervals. Therefore, it is of interest to establish the definitions and equivalences
correctly, such that they allow a successful development of the theory and applications based on them.

So, in this talk we present necessary and sufficient conditions for generalized Hukuhara differentia-
bility of interval-valued functions and counterexamples of some equivalences previously presented in the
literature, for which important results are based on.

Keywords: conditions for differentiability · interval-valued functions· generalized Hukuhara differentiabil-
ity .
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Nearly 50% of the world’s population (7.4 billion) live in a state of poor access to primary and preventive
healthcare. The vast majority of the population in India, particularly in rural areas, do not have access to ba-
sic healthcare services. They either do not report illnesses or receive sub-optimum care, both of which result
in the accumulation of disease burden. In this scenario implementation of a medical knowledge-enabled “di-
agnostic decision support” system is a beneficial medical decision-making aid. In medical diagnosis, to assign
one of several classes of disease diagnosis, every patient is analyzed depending on her/his symptoms, signs,
and medical results. Then we will determine the most appropriate disease class(es) for each patient. This
problem can be treated as a multiclass nominal classification problem. The assignment of an alternative (for
the above scenario, patients can be treated as alternatives) into a predefined homogenous group (for exam-
ple, disease class) is known as the classification method. In this study, we present an interval-based extension
of CAT-SD (Categorization by Similarity-Dissimilarity), a multicriteria nominal classification (categories are
predefined but they have no order between them) method, where the performance value of an action con-
cerning multiple criteria are interval numbers. In a multi-criteria nominal classification method, actions are
evaluated depending on multiple criteria, then actions are assigned to nominal categories. Reference actions
are used as a representative of the category. Comparing each action with a set of representative actions
of the category depending on the likeness threshold, we determine the appropriate category for assigning
the actions. To model the uncertainty of medical data, we use interval data for more accurate prediction.
Generally, the assignment of actions (e.g., patients) into various categories (e.g., disease classes) is involved
into the similarity and dissimilarity with the reference actions (e.g., patients) concerning different criteria
(e.g., symptoms such as fever, pain, body weakness, cough, etc). For this purpose, we define the normal-
ized distance between one interval (performance value of action) and other intervals (performance value of
reference action) in the following way

gab : Aj∗Bj → R such that

gab([a
−, a+], [b−, b+]) =

(b− − a+)

(b+ − b−) + (a+ − a−)
(1)

Where Aj and Bj is the set of performance values of action a and reference action b concerning criteria
gj , where gj(a) = [a−, a+] and gj(b) = [b−, b+] are the performance values with respect to criteria gj .Next,
we define the similarity-dissimilarity function for each criterion among action a and reference action b on
interval data based on our proposed function given by equation (1). Finally, we define a likeness function
among action a and reference action b depending on the similarity-dissimilarity function. Then comparing
likeness degree to respective likeness thresholds for each category, we will assign the actions (e.g., patients)
to the most appropriate category (e.g., disease class). The method is established with necessary proofs and
it is illustrated in the numerical example in disease diagnosis.

Keywords: Nominal Classification · Interval arithmetic· Normalized distance function .
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In this article, we study a special class of operators on interval valued fuzzy sets, which are nonrepre-
sentable. In addition, they take into account the uncertainty interval of the input data. Unfortunately, due to
the lack of monotony, directional monotonicity is considered, so that some of these operations are functions
of preagregation (see [1]). This is the next step in generalizing the concept of weak operator discussed in
the papers [2][3]. But here we propose an operation similar to the representable geometric mean, except
that when aggregating we take both ends of the intervals with the appropriate weights. The weights depend
here on the measure of uncertainty of the aggregated values. This means that for different arguments the
weights may be different. An important advantage of this type of aggregation is the fact that the obtained
result has a smaller measure of uncertainty interval than when using standard means.
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The generalized modus ponens, introduced by Zadeh in 1965 [1], has been widely used to create inference
systems which deal with imprecise information. This systems use if-then rules, which have fuzzy sets as
antecedents and consequents. Zadeh also proposed the compositional rule of inference [2], a mechanism
able to resolve the GMP. More methods have been developed ([3][4][5][6]) with the same purpose. For a
given application not only the method to be used has to be chosen but also the parameters of it have to be
determined ([7][8])

The main goal of this contribution is to establish a rule comparison measure which employs aggregation
functions in partciular overlap indices an similarity measures. The secondary goal is to present a decision
making system. This system will use the defined comparison measure to select the best method to resolve
the GMP.
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Many decision-making situations require the evaluation of several judges or agents. In a situation where
the agents evaluate candidates, the question arises of how best to aggregate evaluations so as to compare
the candidates. The aim of this work is to propose a method of aggregating the evaluations of the agents,
which has outstanding properties and serve as a potential evaluative tool in many contexts.

Making decisions (in also artificial intelligence) o�en leads to aggregating preferences or scores on a given
set of alternatives. The concept of the ordered weighted averaging operator, was introduced by Yager, [3]
and intensively developed in [4] and subsequent works. The development of an appropriate methodology for
obtaining the weights is still an issue of great interest. This work is a contribution in the search of appropriate
weights for several decision making problems. Formally an ordered weighted average (OWA) operator of
dimension n is a mapping Gn : Rn → R that has an associated collection of weights wn = (wn

1 , . . . , w
n
n)

lying in the unit interval and summing to one (wn
i ≥ 0 for all i and

n∑
i=1

wn
i = 1) with

Gn(x1, . . . , xn) =

n∑
j=1

wn
j yj

where yj is the j-th largest element in {x1, . . . , xn}. A fundamental aspect of this operator is that the
re-ordering step, in particular an xi is not associated with a particular weight wn

i but rather a weight
is associated with a particular ordered position of the xis. By choosing different wn one can implement
different aggregation operators. The OWA operator is a non-linear operator as a result of the process of
determining the yjs. The mean, the median and some trimmed means are examples of OWAs that are
frequently used.

In this paper I propose as a solution an OWA that satisfies compelling properties and whose weights are
derived from the binomial distribution in discrete version and from the normal distribution in continuous
version. It can also be applied in the fuzzy context in which some data coming from the agents is unknown.
The proposed OWA operator satisfies, among others, the following properties:

1. Idempotency : G(c, . . . , c) = c for all c ∈ Γ , where Γ stands for the set of available inputs.
2. Boundness: If x1 ≤ · · · ≤ xn, then x1 ≤ G(x1, . . . , xn) ≤ xn.
3. Monotonicity : If x1 ≤ y1, . . . , xn ≤ yn, then G(x1, . . . , xn) ≤ G(y1, . . . , yn).
4. Strict Monotonicity : If x1 ≤ y1, . . . , xn ≤ yn and (x1, . . . , xn) ̸= (y1, . . . , yn), then G(x1, . . . , xn) <

G(y1, . . . , yn).
5. Symmetry: wi = wn+1−i for all i = 1, 2, . . . , n.
6. Positivity: wi > 0 for all i.
7. ID-monotonicity: wi ≤ wj if i < j and j ≤ ⌈n

2 ⌉, and wi ≥ wj if i < j and ⌊n
2 ⌋+ 1 ≥ i.

8. Strict ID-monotonicity: wi < wj if i < j, and j ≤ ⌈n
2 ⌉ and wi > wj if i < j and ⌊n

2 ⌋+ 1 ≥ i.

The proposed OWA operator is uniquely characterized in [2] by the property of invariant average reduction.
I review here some of its good properties:

1. it is based on the binomial (and normal) distribution,
2. it is sensitive to an increase or decrease of any agent’s score,
3. it is representative of the panel of agents: all agents’ scores count,
4. it discriminates very well, ties among candidates are almost avoided,
5. it mostly concentrates the aggregated score in the intermediate agents’ scores,
6. it is consistent with its variants so that reversals are almost nonexistent,
7. it has very lile dependence on extreme agents’ scores,
8. close versions can prevent of some few manipulators or radical agents,
9. it is also useful to evaluate the post agents’ reliability,

80



10. it is transparent, very simple to be understood and computed,
11. it has been shown to be applicable as a tie-breaking system in open tournaments with a limited number

of rounds and many participants, see [1],
12. it can be used to compare restaurants or movies according to the costumer’s opinions, which may be

different in number and in person.
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Different classes of aggregation functions defined on arbitrary [a,b] interval, called [a,b]-aggregation func-
tions (cf. [1,2,7]) are examined both from the theoretical and application point of view. The usefulness of
[a,b]-aggregation functions is examined in terms of optimizing the performance of the algorithm dedicated
to datasets with large number of features (for example microarrays) and continous type of decision. The
presented model uses the method of feature selection and regression ensembling (cf. [4,5]). Aggregation
functions are used here to combine the output values of the constituent regression models. The proposed
model is compared with the bagging regression model with the optimized parameters based on Grid Search.
Typical measures such as MSE or RMSE are applied to evaluate the proposed ensemble model. The proposed
ensemble regression model with adequate set of parameters (cf. [3,6]) outperforms significantly the corre-
sponding single models (such as for example Support Vector Regression) which is proved using statistical
tests.
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Recently, various extensions of overlap and grouping functions were investigated. Among them, [1.] and
[2.], independently, defined the pseudo-overlap and pseudo-grouping functions. They are very useful when
the order of the objects being compared is relevant, e.g. in multicriteria decision-making problems and time
series analysis. Additionally, k-Lipschitzianity is a very useful condition that promotes the stability of a
mathematical model from a practical point of view. This property prevents that a small input distance does
not result in a great output distance. Therefore, in this work, we show some new construction methods for
pseudo-overlap and pseudo-grouping functions and demonstrate when they satisfy the k-Lipschitz condition.
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The study of convolution kernels for gradient computation has been rather still in the history of image
processing. Despite remarkable works have been presented, most of the recent proposals focus on introducing
enhanced constraints or properties leading to redefinitions of the concept of optimality and, consequently,
producing new convolution kernels. However, it has always been unclear which is the best-performing kernels,
or even which is the best possible parameterization of a given family of kernels for a specific problem.

One interesting question then arises, related to the very nature of convolution kernels for image process-
ing. As part of the inheritance from analogical (hence, continuous) signal processing, early aempts to extract
features in image processing were based on convolution kernels, which mimicked the existing filters in ana-
logical technologies. While this boosted the early developments in image processing, recent developments
question whether other types of natively-digital operators, namely bilateral kernels, are more adequate for
the task. Bilateral kernels perform independent evaluation of the tonal and spatial information around each
pixel in the image, hence allowing for a more sensible adaptation to different regions of an image. Initially
proposed by Tomasi and Manduchi [3], these filters have become a standard for content-aware smoothing
(CAS, a.k.a. non-destructive smoothing). Since CAS is a zero-th order operation on a signal, we understand
that similar principles could be used for first order differentiation, which is the basis for gradient extraction.

In this work we propose a generalization of the well-known bilateral kernels [2,1] to image differentiation.
This proposal focuses on abilitating an independent tonal difference term, based on moderate deviation
functions. While the very shape of the convolution kernels accounts for the spatial information, the moderate
deviation functions perform the interpretation of the tonal differences. Hence, we can build up a family of
first order bilateral kernels that can be configured to fit local spatio-tonal characteristics at each region of
an image, or at different images in a dataset.
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Aggregation is one of the hoest disciplines in so� computing. In general, the aggregation process is
modelled in terms of an aggregation function, i.e., a mapping from the input (a set of values) into a summa-
rizing aggregated value. In this work we are going to avoid these two assumptions since we will aggregate
random variables (instead of values) by means of programs (instead of mathematical functions). This will be
the result of merging two concepts previously introduced.

One one hand, computable aggregations were introduced to replace the mathematical function defining
the aggregation, by a program that performs the aggregation process [4] There are different reasons to
justify this extension. First at all, it is possible to deal with more complex and realistic aggregation process
that can’t be represented by means of mathematical functions. Secondly, modeling an aggregation process
by means of its implementation allows us to explore some computational properties not directly related to
the aggregation itself but to its implementation (recursivity, complexity, parallelisation, etc) [2,3].

On the other hand, aggregation functions over random variables were defined with the idea of modeling
at least those situations in which the information to be aggregated is obtained as a measurement process
over a sample population. In this framework, the aggregation function can be seen as a function that given
a vector/set of random variables, returns a random variable as the result of the aggregation process. In
that framework, questions as monotonicity and boundary conditions were extended from vectors to random
vectors [1]. Also, the concept of monotonicity based on orders between random vectors and random variables
was considered. Nevertheless, this aggregation processes were defined based on mathematical functions with
some limitations.

In this work we propose a first approach that generalizes both concepts by defining computable aggre-
gations over random variables from different perspectives. Some of the approaches to aggregate random
variables are based on their density functions, their distribution functions, their simulation functions or
on the concept of random variable itself. To force monotonicity on aggregation processes some concepts as
stochastic and probabilistic orders should be considered.
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The concept of aggregation of random variables generalizes the concept of aggregation of real numbers
and allows to work with aggregation concepts from a probabilistic approach [1]. Given a probability space,
an aggregation of random variables takes a random vector and returns a random variable. The classical
conditions of monotonicity and boundary conditions are redefined using stochastic orders, see [5]. The usual
stochastic order, also known as Strong Stochastic Dominance, has been proved to be an adequate stochastic
order to consider, since it allows the composition of usual aggregation functions with random vectors to be
aggregations of random variables [1]. This type of aggregations of random variables are known as induced
aggregations of random variables. In this talk, we aim to extend this concept to random vectors and stochastic
process and study the preservation of some of its properties in the aggregation process.

Firstly, we define the aggregation of random vectors with respect a stochastic order. In this case, sev-
eral random vectors, which can be seen as a random matrix, are aggregated to obtain an output random
vector. The Strong Stochastic Dominance is preserved when composing random matrices with aggregations
of vectors. The definition of other stochastic orders for the case of admissible orders of vectors, see [1], is
also studied. In addition, we give sufficient conditions for the preservation of several properties of random
vectors as independence of components, exchangeability or zonoid equivalency [3], among others.

Secondly, we generalize again the concept in order to aggregate several stochastic processes to obtain a
new stochastic process, all defined over the same index set. The boundary and monotonicity conditions are
generalized using stochastic orders for stochastic processes, which usually only care about finite-dimensional
distributions. The conditions for which important properties such that Markov, stationary, ergodic or being
a martingale, see [4], are preserved are studied. In general, we need the aggregation of stochastic processes
to be induced and local, i.e., it can be decomposed in an induced aggregation of random variables for any
element of the index set.
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Binary imbalanced classification problems are a type of binary classification problems where the class dis-
tribution is uneven, that is, the number of examples on one class (the positive class) excels that of the other
class (the negative class). Methodologies to tackle theses problems can be embraced in four categories: data
preprocessing methods, algorithm modification methods, cost-sensitive methods and ensembles approaches.
Last year it was developed a new fuzzy rule-based classifier (named FARCI) [1], which belongs to the second
category, on the basis of FARC-HD, which is a state-of-the-art fuzzy classifier to tackle standard classifi-
cation problems. Specifically, all the learning stages of FARC-HD were modified in order to tackle directly
imbalanced classification problems. One of the modifications consists of replacing the product t-norm by
other averaging aggregation functions to model the conjunction among fuzzy sets in order to avoid the effect
of having rules composed of a different number of conditions in their antecedent part. This new method
applies the additive combination fuzzy reasoning method, that is, it considers the usage of the normalized
sum, which is a non-averaging aggregation function, to fuse the information given by all the fired rules when
classifying new examples. In other words, this inference method sums the association degrees of all the fired
rules for each class and it finally predicts the class associated with the largest aggregated value. However,
according to the results of the best configuration of the FARCI reported on the paper, the number of learned
fuzzy rules belonging to the positive class is larger (almost double) than that of fuzzy rules labeled with the
negative class. This fact may provoke that applying the sum could not be fair for both classes because, in
general, there could be a larger number of fired fuzzy rules of the positive class, that is, a larger number of
elements to be aggregated. This fact could imply that the resulting aggregated value can be larger for the
positive class even in situations where the aggregated values are less than those of the negative one. Having
these facts in mind, in this work we propose to use different aggregation and pre-aggregation functions [2,3]
to fuse the information given by the fired fuzzy rules to try improve the performance of such classifier.
Specifically, we apply the maximum (fuzzy reasoning method of the winning rule), the probabilistic sum as
well as some generalizations of the Choquet integral, where there are as many fuzzy measures as classes.
These fuzzy measures allow one to deal with the problem of having different number of elements to be
aggregated because of the construction method considered to assign the weights that will be applied to the
elements to be aggregated. The obtained results show that the usage of the generalizations of the Choquet
integral allows one to obtain competitive results that, in some cases, even enhance the results provided be
the classical normalized sum.

Keywords: Imbalanced classification problems · Imbalanced classification problems, fuzzy rule-based clas-
sification systems, aggregation functions, pre-aggregation functions · Aggregation functions · pre-aggregation
functions.
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The distance transform (DT) (also known as distance map) is a fundamental tool of mathematical mor-
phology [4]. Their aim is to compute the distance from a point to an object.

In this work we study how the distance transform defined over the unit interval can be satisfactory
linked to any fuzzy set or generalization in which the membership degree is represented with a subset in
the unit interval [3]. Using the distance transform we define a function that is used to fuse information
when different classes of fuzzy sets and their generalization are considered simultaneously. We study the
theoretical properties of the function showing an in-depth relation with the properties similarity measures,
distance measures and entropy measures of fuzzy sets [1,2].
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In recent years, the use of remote sensing technology has become increasingly popular for mapping and
monitoring forested areas. In this research, we introduce a novel approach for detecting trees from a com-
bination of LiDAR (Light Detection and Ranging) and RGB images. Our approach employs OWA aggregation
operators to fusion these images to effectively distinguish trees (foreground) from non-trees (background).
The fusioned image is processed using different techniques: Image segmentation, mathematical morphology,
feature extraction, and object classification. The LiDAR data provides a high resolution of the 3D structure
of the terrain, while the RGB image contains other contextual information such as texture, color and edges.
Our method takes advantage of these complementary sources of information by fusing them together to
improve the accuracy of tree detection. Our proposal is evaluated on a dataset and compared with other
state-of-the-art tree detection methods. Results show that in terms of accuracy the proposed method per-
forms at least at the same level than other existing methods . The findings show potential applications in
forestry management and environmental monitoring.

Keywords: tree detection, remote sensing, LiDAR, aggregation operator, information fusion, RGB.
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The Sugeno integral [7] is an aggregation function [4] that has been applied in different research fields.
For example, this function, when defined in the unit interval [0,1], has been applied in the fuzzy reasoning
method (FRM) of a fuzzy rule-based classification system (FRBCS) to aggregate the information related with
the different classes of the problem, showing that this is a powerful tool for coping with aggregation processes
in classification problems. See [2,3,6] for interesting applications to motor-imagery-based brain computer
interfaces and social network analysis.

Recently, the notion of Sugeno-like FG-functional was proposed by Bardozzo et al. [1], as a generalization
of the Sugeno Integral on [0,1] to the positive reals by replacing the minimum and the maximum of the
definition of the Sugeno integral by functions F and G, respectively, defined also on the positive reals.

However, there are some drawbacks in the definition of the FG-functional, such as the possibility of
disregarding the magnitude of the aggregated inputs, since the FG-functionals operate with inputs from
the positive reals, but only admit fuzzy measures ranging in the unit interval [0,1]. Then, depending on the
chosen F and G, and the magnitude of the inputs (for example, when the inputs are larger than 1), those
inputs may be totally ignored in the calculus, with the result considering just the values of the fuzzy measure.

Then, this paper has a two-fold objective. First, we adjust the definition of the FG-functional, adapting
the signature of the fuzzy measure to its original definition in the literature [4,5] (that is, in the positive
reals), and, consequently, the signatures of the functions F, G and the FG-functional itself, so that it allows
inputs larger than 1 without mischaracterizing their role in fuzzy integrals. This new definition is then called
SFG-functionals. We also study some basic properties of SFG-functionals, in particular, with some choices
of F and G that produce good results in practical problems.

Then, we define several SFG-functionals by adopting different functions as F and G, in order to apply
them in the FRM of a FRBCS, where also different fuzzy measures are used. We show that the newly defined
SFG-functionals provide competitive results, analyzing the best combinations of F and G functions for this
application.
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Machine learning techniques reached considerable relevance recently. Automatic classification of all
types of digital information, including texts, photos, music, and videos, is in increasing demand. Multi-label
classification models based on deep learning are tools that fit naturally to the problems mentioned above.
In particular, the Takagi Sugeno Kang Multi-Label Classification model (ML-TSK-FS), proposed by Lou et al.
[5], is based on fuzzy inference rules that consider the relationship between features and their labels.

A key component in any Fuzzy Reasoning Method is how to aggregate the information given by the rules
triggered during the inference process. In recent years, the aggregation functions based on the Choquet inte-
gral [2] and its generalizations (see, e.g.:[1,3,4,7,8]) have shown to be very promising, obtaining improvements
in the performance of existing models in the literature, mainly in classification.

For this reason, this work aims to propose a generalization of the ML-TSK-FS model using aggregation
functions and the Choquet integral, to obtain a new model for Multi-Label classification, called multi-label
Takagi Sugeno Kang Choquet Fuzzy System (ML-TSKC FS).

Observe that the Takagi-Sugeno-Kang (TSK) fuzzy system is formed by k fuzzy inference rules that
have an “if-then” structure: the first part is called the antecedent and the second the consequent. In the
consequent, we get the output of the rule, normally a linear function that depends on the input data and
the learning parameters. The importance of the rule (weight) is calculated in the antecedents part, initially,
the input data are fuzzified to later compute the weight.

In the literature, the operator product is used to compute the weights. The new proposed model is ob-
tained by replacing the product operator by the Choquet integral and its generalizations. The fuzzy measures
that are used with the Choquet integral are uniform measure, relative measure, product measure, and power
measure [6].

The performance of ML-TSKC FS is evaluated using benchmark Multi-label datasets from MULAN.
Preliminary results using datasets such as Birds, Flags, and CAL500 together with the Choquet integral
showed that our methodology outperformed the methods in the literature.
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Mikel Ferrero-Jaurrieta1, Zdenko Takáč2, Ľubomira Horanská2, Radko Mesiar2, Mária Minárova2, Javier
Fernandez1, and Humberto Bustince1

1 Department of Statistics, Computer Science and Mathematics, Public University of Navarra, Campus Arrosadia s/n,
31006 Pamplona, Spain
{mikel.ferrero, fcojavier.fernandez, bustince}@unavarra.es
2 Slovak University of Technology in Bratislava, Radlinského 9, 81005 Bratislava, Slovakia
{zdenko.takac, lubomira.horanska, maria.minarova}@stuba.sk,mesiar@math.sk

Keywords: Aggregation function · Multivalued data · Admissible permutations · Degree of totalness

Multivalued information fusion is a fundamental phase in any artificial intelligence process. Examples
include the fusion of information from different sources, the aggregation of neural network features, the
pre-processing of data for the selection of variables from a database, etc.

Some aggregation functions, such as the Choquet [1] or Sugeno integral, require sorting of the elements
to be aggregated. However, considering that the information in question is multivalued, this intermediate
task is not minor.

Admissible orders [2] were introduced for the purpose of ordering multivalued information as total orders
refining the given partial order. However, the number of all admissible orders for a given ordinal structure
can be very large and, in addition, the problem of selecting an admissible order which is suitable for a
particular aggregation process prevails.

For a given subset of a partially ordered set so-called admissible permutations were introduced in [3] as
restrictions of admissible orders to that subset. In this work we introduce the degree of totalness which can
be assigned to each admissible permutation. The notion of degree of totalness fuzzifies the notion of partial
order which is a crisp relation, and it measures a degree in which this relation holds.

We obtain a set of admissible permutations with maximal degree of totalness. Finally, the aggregation
function is calculated for each of those admissible permutation and then the results are aggregated by means
of a symmetric aggregation function.

References

1. Choquet, G. "Théorie des capacités." Annales de l’Institut Fourier. Vol. 5. 1953.
2. De Miguel, L., Sesma-Sara, M., Elkano, M., Asiain, M., Bustince, H. “An Algorithm for group decision making using

n-dimensional fuzzy sets, admissible orders and OWA operators". Information Fusion 37 (2017) 126-131.
3. Paternain, D., De Miguel, L., Ochoa, G., Lizasoain, I., Mesiar, R., Bustince, H. “The Interval-Valued Choquet Integral

Based on Admissible Permutations". IEEE Transactions on Fuzzy Systems, vol. 27, no. 8, pp. 1638-1647, Aug. 2019,
doi: 10.1109/TFUZZ.2018.2886157.

⋆ Supported by research project PID2019-108392GB-I00 (AEI/10.13039/ 501100011033) of the Agencia Estatal de In-
vestigación and Grant VEGA 1/0267/21, VEGA 1/0036/23, APVV-18-0052, and by Tracasa Instrumental and the
Immigration Policy and Justice Department of the Government of Navarre.

96



Fuzzy equivalences and aggregation functions in data exploration
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In this contribution we deal with notions of fuzzy equivalence connectives, their aggregations, and their
applicability to data exploration. We study the performance of families of fuzzy equivalences, such as Fodor-
Roubens equivalences [1]. We use compositions of aggregations and fuzzy equivalences as a closeness measure
in some data mining problems where distance-based algorithms were used so far. We consider such defined
measure of closeness of objects of multidimensional spaces in classification by a k-nearest neighbour clas-
sifier and a modified kNN algorithm, called radius kNN algorithm with aggregations of fuzzy equivalences,
where selection of the nearest neighbours is limited by their closeness from a tested object. This is a contin-
uation of the research presented in [2,3] where usefulness of closeness measures by their comparison with
metrics in kNN algorithm was proved. Some versions of radius nearest neighbour algorithm can be found
e.g. in [4,5].
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1 Department of Statistics, Computer Science and Mathematics, Public University of Navarre, Campus Arrosadía, s/n,
31006 Pamplona, Spain.
2 Slovak University of Technology in Bratislava, Institute of Information Engineering, Automation and Mathematics,
Radlinskeho 9, 81237, Bratislava, Slovakia
{xabier.gonzalez.garcia,mikel.ferrero,bustince}@unavarra.es,
{lubomira.horanska,zdenko.takac}@@stuba.sk

Keywords: Information fusion, Data ordering, Admissible permutations

Ordering data is a crucial step in the process of information fusion, where multiple sources of information
are merged to extract accurate and complete information. Two common ways of establishing a consistent
sequence of events or values are total and partial ordering. A total order is a binary relation on a set that
satisfies the properties of reflexivity, antisymmetry, and transitivity, meaning that every pair of elements can
be compared and arranged in a linear sequence, whereas in partial orders the last property is not required.

Admissible orders are a type of total order that refines a partial order by providing a more general,
branching structure that can capture complex relationships among data sources [1]. They have several
advantages over both partial and total orders.

Firstly, admissible orders are more flexible than total orders, which can be overly restrictive in situations
where the relationships among data sources are complex and cannot be easily reduced to a linear ordering.
Secondly, admissible orders provide more consistency than partial orders by ensuring that the resulting
merged data is free from conflicts or redundancies.

There are infinitely many admissible orders, and in fact, many of these orders are equivalent, resulting in
the same arrangement for a given vector of elements [3]. Moreover an admissible permutation is needed to
order a dataset according to the existing order. However, the problem of finding all admissible permutations
of a dataset can be challenging, as the number of permutations of n elements is n!. Therefore, developing new
methods for efficiently choosing admissible permutations is important for information fusion applications
[2]. These methods can improve the speed and accuracy of the data fusion process, enabling more efficient
and effective decision-making. In this work we propose a novel method for choosing admissible permutations.
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We present a study of the complexity of evaluative expressions through the analysis of these structures
in a representative set of natural languages. Linguistic complexity is a vague concept that should be studied
within a fuzzy model. The complexity of natural language expressions can be measured in terms of their
degree of universality: the more universal an expression is, the less complex it is.

Our proposal has a balanced set of evaluative expressions from different languages (Arabic, Catalan,
Hungarian, Thai, Vietnamese, West Greenlandic and Icelandic). This set represents different families, gen-
era, macro-areas and linguistic typologies. Each language in the set has different properties in its evaluative
expressions. Taking into account the presence of each property in the whole set, we assign different degrees
of universality to the properties. From the degree of universality, we can measure the level of complexity of
evaluative expressions in each language. If the evaluative expression in a given language presents proper-
ties with a low degree of universality, then its complexity will be high. Conversely, if the properties of the
evaluative expressions in a given language have a high degree of universality, then their complexity will be
low.

For each language in the set, have studied the following variables of evaluative expressions: the presence
(or not) of all the possible elements of an evaluative expression; the agreement (or not) of the elements of the
expression; the order of the elements; the grammatical category of those elements and other language-specific
characteristics. The sum of the analysis of all these variables allows us to establish the fuzzy relationship
between universality and complexity mentioned above.

Our results show three key ideas: Firstly, we can establish three different clusters of complexity: lan-
guages with high levels of complexity, languages with a medium level of complexity and languages with a low
level of complexity. Secondly, our definition of an evaluative expression is validated: the compulsory elements
in any evaluative expression are the referent and the head. Finally, some languages have a nexus between
the referent and the head of the evaluation as a mandatory element. In contrast, the exclusion of this nexus
is a must in another group of languages.

The next step will be to implement this model to generate small and specific fuzzy universal grammar
systems for the processing of only evaluative expressions. This type of fuzzy analysis may have many in-
teresting applications in natural language processing, such as self-learning language tools, opinion mining,
author profiling, etc.
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Uncertainty is fairly common in deep-learning applications. On the one hand, measurement errors can
include noise in the input data which may propagate through all steps of the learning process. On the other,
the black-box nature of these models confers a distrustful nature to their predictions. However, in practice,
most state-of-the-art models ignore these problems, which may limit their application in environments where
guarantees are expected.

In this work, we present a Convolutional Neural Network in which the intermediate features handled
by the model are represented by intervals. Interval-valued data representations have been shown to be
useful in We find that this idea confers two important benefits. Firstly, anomalies or “hard” samples can
be detected based on the width of the generated intervals. Secondly, during training, a regularization effect
similar to techniques such as Dropout is achieved if we operate with random values sampled from within
the intervals.

Similar ideas have already been proposed in the past. Interval predictions generated by different machine
learning models have been used for tasks such as modeling the uncertainty provided by different classifiers
in an ensemble process [3]. In the specific case of neural networks, some authors have tried modeling their
inputs and parameters of through Interval Valued Fuzzy Sets instead of point values [2], as well as through
intervals of real values [4]. Sadly, both of these approaches impose serious restrictions to the structure and
learning process of the models in order to preserve the mathematical correctness of the intervals. In contrast,
our approach can be directly incorporated in modern deep-learning models and optimization pipelines. More
similar to our approach, conformal prediction [1] is a technique based on outpuing confidence-intervals
in order to guarantee the reliability of a model’s predictions. However, it requires an additional subset of
samples for “callibrating” the model, and does not consider the uncertainty associated to the features of the
model during training.
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The floodings are the most common type of natural disaster in the word, this kind of disaster causes a
huge amount of damage on properties like buildings, streets, cars, farmlands, etc. And the unfortunate loss
of human lives. All of this, leading to great economic costs and mental health problems on the citizens.

Dealing with this type of disasters is a challenge that we have to face as a society, but to do it, people
have to be aware of their possibility of occurrence and that there are ways to greatly prevent the damage
applying appropriate measures, like deploying anti-flood barriers, relocating vehicles, evacuating people, etc.

In order to do this, we are using artificial intelligence to predict when a flood is likely to occur due to an
overflow of the water level on a river. In this case, we are studying the Arga river that passes through Pam-
plona because historically has caused episodes of water invading residential zones, causing a lot of damage.
To feed the models, we are using data of the state of the river with variables like the water level, supplied
by hydrographic confederation of the Ebro river (CHEBRO) and atmospheric variables that can impact on
the water level in some way, like the precipitation, the soil moisture, temperature, and future predictions of
precipitations, all of this supplied by the meteorology statal agency (AEMET).

To make predictions with temporal series, we are using two types of models. On one hand, we are using
recurrent neural networks because this type of models takes into consideration the evolution of the data
through time, and that can be helpful to detect paerns that can lead to a sudden increase on the water
level that would be more difficult to detect with traditional regression models. On the other hand, we also
are using models based on Takagi-Sugeno inference system (TSK) because, with these types of models, fuzzy
rules can be generated that allows us a beer understanding of how the model is doing a certain prediction,
and the results can be verified with experts on hydrology. Taking into account that the final decision of
raising an alarm has to be made by humans, knowing how the model works can be very helpful.

The fast flood predictions is a difficult problem due to the low frequency of occurrence and the chaotic
behaviour of the meteorology and, with the effects of the climate change, this incidents are going to be more
common and severe. Due to this fact, it’s important for us to be able to detect them and be prepared when
they come to make a safer future.
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In this contribution, we show that one of the possible approaches to the definition of a fuzzy partition
(especially in multidimensional space) is to relate this concept to a positive definite (p-d) kernel [1] and
thereby define the fuzzy partition elements as its (p-d kernel) feature maps. On this theoretical basis, we
can use the close relationship between p-d kernels and reproducing kernel Hilbert spaces (RKHS) and their
feature maps.

A constructive approach from a fuzzy partition through the kernel associated with it to the unique
Hilbert space, for which this kernel is reproducing, is based on the Moore-Aronszajn theorem [2]. It can be
shown in more detail that the definition of a fuzzy partition can be uniquely related to the p-d-symmetric
kernel and thus defines a unique RKHS whose only reproducing kernel is it.

The importance of the proposed theoretical construction lies in its connection with the so-called Rep-
resenter Theorems [3], which help to reduce the general problem of machine learning to algorithms im-
plemented on computers. To give some details, we note that, based on the Representer Theorem, each
minimizing function in an RKHS can be wrien as a linear combination of a kernel function evaluated
at training points. This fact significantly simplifies the problem of minimizing the empirical risk from an
infinite-dimensional to a finite-dimensional optimization problem.
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Recurrent neural networks are a type of neural networks that have the ability to model temporal informa-
tion. Examples are Long Short-Term Memory (LSTM) [2]. A fundamental task of these networks is therefore
the extraction of temporal features for paern recognition.

It is o�en common to use information with associated uncertainty. For example, data that have already
been preprocessed, use of features extracted by a model, intrinsic uncertainty associated with the type of
data, etc.

In this work we consider preprocessed audio, video and text datasets [3] with associated uncertainty. To
model this uncertainty we use intervals, which are created from the distribution of the data. Once we deal
with uncertainty using intervals, we claim that we can obtain beer results than those without considering
uncertainty. To contract the intervals and obtain a midpoint within the intervals, we use k-alpha [1] operators,
where the parameter k is learned by the recurrent neural network through the Adam optimiser.
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Tabular data classification is one of the most popular tasks performed using machine learning [2,4],
and is also a very researched topic in the fuzzy community [3]. Besides the very-well known benchmark
datasets, classifiers need to be reliable in real-world environments to be useful. This research focuses on
the study of data classification and the behaviour of different crisp and fuzzy classifiers in response to
small changes in input data. The aim is to identify the most suitable classifiers that can handle small
variations in data while still maintaining accurate results. We also discuss the concept of “small” change
and how it changes depending on the data domain. These considerations are used to discuss some problems
in explainable classification, as the reliability of predictions in border cases. Subsequently, we propose a
new metric to measure this, using the changes in predictions in a validation set. Then, we propose an
optimization method to improve its performance using a genetic algorithm. Our findings suggest that fuzzy
classifiers might exhibit a smoother performance in this sense depending on the type of fuzzy sets used. As
interval estimations of fuzzy memberships can be more more natural to express for humans, we aim for
systems where interval fuzzy memberships can lead to both more accurate and reliable predictions, specially
in border cases between classes [1].
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The goal of this work is to design a fuzzy logic system as an interpretable decision support system. This
is a first step towards an instrument that may be used by waste inspectors (end users) for the prevention
of illegal shipbreaking. We train a Hierarchical Fuzzy System (HFS) using a Genetic Algorithm (GA) on two
connected applications; a Shipbreaking application and a Shipbeaching application. The data is collected
by the Dutch Human Environment and Transport Inspectorate (ILT) from real ships. We examine several
iterations of design choices which improve the HFS system. The final three layer hierarchy is chosen to
maximize interpretability of the model by reducing the number of rules needed to describe the system,
as well as mimicking a structure that humans might group the set of inputs into [2]. The trained HFS is
compared to single tree and random forest machine learning models previously trained on this data. In
our comparison we look at the area under the precision-recall curve, and aempt to analyze the difference
in interpretability of the model outputs. The area under the precision-recall curve is comparable for the
trained HFS and a single tree model limited to the same depth as the HFS, while the random forest model
outperforms both by a sizeable amount. The HFS, single tree and random forest models are explained using
available methods for interpreting black box models (primarily SHAP (SHapley Additive exPlanations) [1]).
Further, a decision visualization process is introduced to provide a higher interpretability to the HFS.
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Substructural logics constitute a large class of logical systems algebraizable in the sense of Blok-Pigozzi:
they encompass classical logic, intermediate logics, fuzzy logics, relevance logics and many other systems, all
seen as logical extensions of the Full Lambek calculus FL. Here we are interested in the positive fragment
of FL (the system obtained by removing the constant 0, and consequently negation, from the language),
FL+, whose corresponding algebraic semantics is given by the variety of residuated laices RL. We will
characterize join irreducibility in a large class of residuated laices; to do so we will adapt to our purpose
part of the theory developed in [2] about satisfaction of formulas generated by iterated conjugates.

We define a set Bn(x, y) of equations in two variables x, y for all n ∈ N in the following way; let Γn

be the set of iterated conjugates of length n (i.e. a composition of n le� and right conjugates) over the
appropriate language, with Γ 0 = {l1} (for a more general definition, here not needed, see [2], page 229).
For all n ∈ N

Bn(x, y) = {γ1(x) ∨ γ2(y) ≈ 1 : γ1, γ2 ∈ Γn}.

Let A be a residuated laice and a, b ∈ A; we say that A satisfies Bn(a, b), in symbols A ⊨ Bn(a, b) if
A, a, b ⊨ Bn(x, y). i.e. γ1(a) ∨ γ2(b) = 1 for all γ1, γ2 ∈ Γn(A). We say that A satisfies (Gn,k) if for all
a, b ∈ A, if A ⊨ Bn(a, b), then A ⊨ Bk(a, b).

Theorem 1. [1] Let V be a variety of residuated laices that satisfies (Gn,n+1) for some n ∈ N; V is join irreducible
if and only if there is a subdirectly irreducible algebra B ∈ V such that V(B) = V.

Using the fact that all normal varieties and all representable varieties satisfy the hypotheses of Theorem
1, one can (among other things) characterize all strictly join irreducible varieties of basic hoops and all linear
varieties of basic hoops. Finally we point out that all the material covered in this abstract appeared in [1].
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In classical propositional logic, truth tables of formulas with n variables are exactly all the Boolean
functions from the n-th power of {0,1} into {0,1} and hence coincide with subsets of the n-th power of {0,1},
that is they form the free Boolean algebra over n generators.

When dealing with many-valued logics, the set D of truth values is generally bigger than {0,1} and in
many cases there are no results of functional completeness, meaning that not all the formulas from the n-th
power of D to D are truth tables of formulas.

We consider here the case of two logical systems, Godel-Dummet logic and Nilpotent Minimum logic,
which have the following properties: even if we consider as set of truth values the infinite set [0,1], the set of
all possible truth tables of formulas with a finite number of variables is finite; just as free Boolean algebras
are powersets of some set, the free algebraic structures corresponding to Godel-Dummet logic and Nilpotent
Minimum logic can be constructed collecting downsets of forests (instead of subsets of sets).

In this context, boolean functions can be hence seen as subsets of a set made by truth assignments of
variables; we expand such an approach by considering downsets of a forest as a way to add more nuances of
truth values for each assignment of variables (we can consider the root of each tree in the forest as a crisp
truth assignment, and the descendant of such root as nuances of that truth assignment). The constraints
and the interpretation of such behaviour depend on the particular kind of logic that we consider.

Starting from [1] and [2], we present here a so�ware that collects tools for dealing with combinatorial
aspects related to Godel logic and NM-logic. We developed tools to build algebras starting from duals, and to
graphically represent both of them. Further, we calculate duals of free Godel algebras and NM-algebras, by
implementing the operation of product between forests in the appropriate category. Finally, we show how to
visualize the interpretation of any formula as the proper subforest of the free algebra. The so�ware, wrien
in Java, can be downloaded from [3].
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Databases obtained from different search engines, market data, patients’ symptoms and behaviours,
etc., are some common examples of set-valued data, in which a set of values are correlated with a single
entity [1][2]. In real-world data deluge, numerous irrelevant aributes lower the ability of experts both in
speed and in predictive accuracy due to high dimension and insignificant information, respectively. Feature
selection is the concept of selecting those aributes that ideally are necessary as well as sufficient to beer
describe the target knowledge. Rough set-based methods can handle uncertainty presented in the real-
valued information systems but a�er discretization process when applied to real-data [3]. Dubois and Prade
[4] combines fuzzy set [5] with rough set [3] and proposed a fuzzy rough set to provide an important tool in
reasoning with uncertainty for real-valued datasets. In our research work, we introduce a novel approach for
feature selection in set-valued information system based on tolerance rough set theory. The fuzzy tolerance
relation between two objects using a similarity threshold is defined. We find reducts based on the degree
of dependency method for selecting best subsets of aributes in order to obtain higher knowledge from the
information system. Feature selection in an incomplete information system is also undertaken by means of
transforming the incomplete information system into set-valued information system.
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Rough set theory is an important mathematical tool for managing uncertainty and granularity in in-
formation systems introduced by Pawlak. It was a subject of extensive research in recent years (cf.,e.g., [2],
[5], [18]). Rough sets are a type of mathematical structure that can be used to simplify complex data by
eliminating irrelevant information, allowing for more efficient processing and analysis, and consequently,
they are useful when dealing with incomplete or imperfect data, such as missing values or noisy data. The
development of rough set theory and its various extensions has led to significant advancements in many
areas of computer science. One of the strengths of rough set theory is its versatility, and because of that
it was considered to be an efficient tool in various applications such as approximate classification, machine
learning, conflict analysis, paern recognition, data mining, and automated knowledge acquisition. In recent
years, there has been a growing interest in the intersection of rough set theory and fuzzy set theory (cf.,e.g.,
[1], [7], [10], [13], [14], [15], [16]). Many of the approaches used in the rough set theory can be applied to fuzzy
sets, many algorithms used in the rough set theory can be adapted to deal with fuzzy sets, and the concepts
of lower and upper approximations can be extended to fuzzy sets as well (see [6], [12], [19]). These two fields
are complementary, and so fuzzy rough set theory allows more nuanced analysis of data. Motivated by the
studies of fuzziness and roughness in algebraic systems and laices (cf.,e.g.,[3], [4], [8], [11], [17]), systems
of fuzzy relation inequalities and equations with a given family of fuzzy relations and a variable taking its
values in the collection of all fuzzy subsets of a given set A, as well as systems with a given family of fuzzy
relations and two unknown fuzzy subsets of given sets A and B, were analysed in this paper. The systems
of these inequalities and equations were studied, and conditions for their solvability, properties, structure of
the set to their solutions were investigated. The differences between solutions of the systems of inequalities
and equations were highlighted. Some basic properties of the lower and upper fuzzy rough approximations
have been presented by providing algorithms for computing extremal solutions to the given systems. The
main tools used in the paper are fuzzy quasi-orders (as well as fuzzy equivalences), residuals of fuzzy re-
lations, and closures and openings on a laice of fuzzy sets. The importance and applicability of provided
algorithms are illustrated by their use in fuzzy automata theory, arising from the results provided in [9].
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11. Moǩoř, J.: Functors among Relational Variants of Categories Related to L-Fuzzy Partitions, L-Fuzzy Pretopological
Spaces and L-Fuzzy Closure Spaces. Axioms 9(63) (2020)

12. Pang, B., Mi, J.S., Yao, W.: L-fuzzy rough approximation operators via three new types of L-fuzzy relations. So�
Comput. 23, 11433–11446 (2019)

13. Qiao, J.S., Hu, B.Q.: Granular variable recision L-fuzzy rough sets based on residuated laices. Fuzzy Sets Syst. 336,
148–166, (2018)

14. Qiao, J.S.; Hu, B.Q.: On (◦, ⋆)-fuzzy rough sets based on residuated and co-residuated laices. Fuzzy Sets Syst. 336,
54–86 (2018)

15. She, Y.H., Wang, G.J.: An axiomatic approach of fuzzy rough sets based on residuated laices. Comput. Math. Appl.
58, 189–201 (2009)

16. Wang, C.Y.; Zhang, X.G.; Wu, Y.H.: New results on single axiom for L-fuzzy rough approximation operators. Fuzzy
Sets Syst. 380, 131–149 (2020)

17. Wu, W.Z., Li, T.J., Gu, S.M.: Using one axiom to characterize fuzzy rough approximation operators determined by a
fuzzy implication operator. Fundam. Inform. 142, 87–104 (2015)

18. Zhu, W.: Relationship between generalized rough sets based on binary relation and covering. Inf. Sci. 179, 210–225
(2009)

19. Zhao, F.F., Shi, F.G.: L-fuzzy generalized neighborhood system operator-based L-fuzzy approximation operators. Int.
J. Gen. Syst. 50, 458–484 (2021)

122



Part XI

SS9: Fuzzy implication functions





A new approach to subgroup discovery based on fuzzy implication
functions

Raquel Fernandez-Peralta1,2, Sebastia Massanet1,2, and Balasubramaniam Jayaram3

1 So� Computing, Image Processing and Aggregation (SCOPIA) Research Group, Dept. Mathematics and Computer
Science, University of the Balearic Islands, 07122 Palma, Spain
{r.fernandez,s.massanet}@uib.es
2 Health Research Institute of the Balearic Islands (IdISBa), 07010 Palma, Spain
3 Department of Mathematics, Indian Institute of Technology Hyderabad, Hyderabad - 502 285, India
jbala@iith.ac.in

Subgroup discovery (SD) is a widely known descriptive data mining technique designed for identifying
subgroups of data which are interesting with respect to a target variable [1]. The importance of a subgroup
is numerically quantified by a quality measure, which is selected according to the objectives of the task at
hand. Each subgroup is normally represented in the form of a rule Condition → Target, where “Target” is
the property of interest and “Condition” is a conjunction of features.

One of the key aspects in SD is the interpretability of the results, so the output should be simple enough
to be understood and analysed by an expert. This requirement makes natural to consider the use of linguistic
fuzzy rules to model subgroups. In accordance, several SD algorithms based on fuzzy logic have already been
proposed in the literature [2]. However, up to our knowledge, these algorithms are only valid for categorical
target variables and the rule form in the definition of a subgroup is interpreted as co-occurrence rather
than a logical conditional. In this way, we propose a new approach that solves these two disadvantages by
introducing the use of fuzzy implication functions.

Our contribution is to design an SD algorithm, specially designed for numeric target variables, based
on linguistic fuzzy rules modelled by fuzzy implication functions. Due to the structure of these operators,
the corresponding subgroups can be interpreted as conditional statements and the numeric target can be
modelled as a fuzzy linguistic variable. In our study, we adapt and reinterpret several SD quality measures
for this new framework and we test and analyse the adequacy of the different fuzzy operators involved.
Moreover, we show the advantages of our perspective comparing our algorithm with others in the literature
that are also based on fuzzy rules.
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It is well known that the family of fuzzy implication functions is a complete distributive laice with the
point-wise operations maximum and minimum [1]. Furthermore, the family of continuous fuzzy implication
functions is also a distributive laice with the same operations, being a sublaice of the whole set of fuzzy
implication functions. Recently, Vemuri et al. proposed in [2] the generation of continuous Archimedean
t-norms through some operations that ensure that the set of continuous Archimedean t-norms is also a
laice.

Following some ideas presented in [2], in this contribution we prove that the set of Yager’s f-generated
implications, which was introduced in [3], is a distributive laice with two binary operations that involve
some continuous additive generators defined as the point-wise maximum and minimum of the additive gen-
erators of the input Yager’s f -generated implications. Moreover, it is proved that the subfamilies of Yager’s
f-generated implications whose additive generators have finite or infinite value at 0, respectively, are sub-
laices. Finally, taking into account the equivalence of the family of Yager’s f-generated implications whose
generator has an infinite value at 0 with the family of Yager’s g-generated implications whose generator has
an infinite value at 1, some laice operations are proposed within that family that involve the operations
on the additive generators of continuous Archimedean t-conorms.
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Fuzzy implications are a generalization of classical implication to the multi- valued seing. Fuzzy im-
plications are usually modelled on the unit interval [0, 1] as a mixed monotone functions whose restriction
to {0, 1} coincide with the classical implication. For more details about fuzzy implications, we refer the
readers to [1]. Fuzzy implications have been also generalized to the interval-valued seing and in this sense,
interval-valued fuzzy implications (IVFIs) have been studied for quite a sometime. Though fuzzy implications
on [0, 1] are well studied to some extent in the literature, so far, note that, IVFIs have not been explored
much, except in some nascent works such as [2,3]. For instance, so far there do exist no generating methods
of IVFIs that preserve various basic properties. Moreover, due to the applicational demand and theoretical
significance, there is always a necessity for a comprehensive study of IVFIs.

Since the generating methods of fuzzy logic connectives lead to new fuzzy logic connectives that preserve
some basic properties and also provide some insightful information of these connectives, in this work, we
propose some generating methods of IVFIs and investigate the basic properties preserved by these methods.
Especially, interesting is the generation method of an IVFI from two given fuzzy implications I and J on
[0, 1] given by K([a, b], [c, d]) = [I(a, c), I(a, J(b, d))] for all closed sub-intervals [a, b], [c, d] of [0, 1]. This
method, which resembles the generation method ⊛ of fuzzy implications on [0, 1] proposed in [4] but differs
on the second part of the interval, is deeply studied and showed that it preserves some basic desirable
properties of IVFIs.
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Fuzzy implications and triangular norms(t-norms) form an important pair that plays a significant role
in fuzzy logic, approximate reasoning, decision making, control theory etc. They are defined as monotonous
functions that satisfy some boundary conditions. For more details about these functions, please see [1,2].
Since, monotonicity is an important defining criterion for fuzzy logic connectives (FLCs), the researchers
assumed a stronger version of monotonicity, which is known as strict monotonicity (SM) and explored it for
FLCs like fuzzy negations and t-norms. In this regard, apart from the applicational role of (SM) of fuzzy
negations and t-norms, we note the following theoretical importance of (SM):

– Fuzzy negations with (SM) and continuity play an important role in the characterization of (S,N)-
implications, see Theorem 2.4.11 in [1].

– (SM) is an important property for the characterization of continuous Archimedean t-norms and conse-
quently, continuous t-norms, see Theorem 3.43 in [2].

– (SM) of some unary functions on [0, 1] is useful for defining some families of fuzzy implications which
are called Yager’s classes of fuzzy implications, see [1,3].

However, the property (SM) has not been proposed for fuzzy implications and a study similar to the above
aspects is still pending. In this work, we propose (SM) for fuzzy implications and investigate the relationship
between (SM) and other basic properties of fuzzy implications. Further, we show that fuzzy implications
with the identity principle or the ordering property never satisfy (SM), which consequently show that no
R-implication has the property (SM). Finally, we find the fuzzy implications with (SM) from different classes
of fuzzy implications, mainly, (S,N)-implications, QL−implications and Yager’s f and g-generated implica-
tions.
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In many research contexts, statistical data analysis o�en requires dealing with several sources of uncer-
tainty at the same time. This is the case, for instance, of analyzing data from social and economic surveys
where both random (e.g., sample variation) and non-random (e.g., subjective responses) components are cou-
pled together [1]. To disentangle different sources of uncertainty, epistemic fuzzy numbers can be used, and
statistical methods can be generalized to deal with the fuzzy representation of the data. In this context,
appropriate methods (e.g., fuzzy Expectation-Maximization) have been proposed to make estimation and
other kinds of inference adequate. However, due to the way in which epistemic fuzzy estimators are built,
they can suffer from excessive variance [4]. In this contribution, we propose to incorporate the general epis-
temic mechanism supposed to drive the generation of continuous fuzzy numbers in the definition of fuzzy
estimators. The idea relies upon the use of a conditional probabilistic schema which links the parameters of
fuzzy numbers (i.e., the non-random uncertainty) to the observed statistical model used for the data analy-
sis. Thus, estimation and inference are performed using the Gibbs sampler-based approach, where the full
conditional distribution is approximated by sampling from a quadratic approximation of the target posterior
distribution [2,5]. A simulation study empirically demonstrates the speed and accuracy of the approximation
across a wide range of conditions. Overall, the aempt is to provide a conditional sampling schema that
aims at being general enough to cope with many empirical situations involving fuzzy data analysis.
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A classification algorithm which uses interval modeling based on the notion of interval-valued fuzzy set [11] is
proposed to cope with the problem of uncertainty [2,9]. The problem of k nearest neighborhood (k-NN) based
multi-class classifier (cf. [5,8]) in the case of large number of conditional aributes in datasets is studied.
This multi-class classifier is dedicated to datasets with large number of conditional aributes and it is
tested on examples of high dimensional datasets which are microarrays. Such classification problems may
be solved in diverse ways (cf. [1,4,10]). Here, an approach of creating the so called uncertainty intervals for
the k-NN and then aggregating the obtained intervals with the use of interval-valued aggregation functions
is used. Moreover, orders for intervals (cf. [3,7]) are applied to determine the decision class of an object.
The applied interval-valued aggregation functions and interval orders are tested in terms of optimizing the
performance of the considered classifier. Moreover, the quality of the proposed algorithm is compared with
well-known decomposition methods for multi-class classification, such as OVO (one-versus-one) and OVR
(one-versus-rest) (cf. [6]).
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Optimization problems subject to bipolar fuzzy relation equations [1, 2] are currently being studied in
some particular cases. To the best of our knowledge, in all published works, the outcome is an approximation
of a solution of the optimization problem. In this paper, we present an alternative solving procedure for an
optimization problem of the form

Maximize f(x)
s.t. (A+ ◦ x) ∨ (A− ◦ ¬x) = b

where f is order-preserving in the first k arguments and order-reversing in the remaining arguments, and
(A+ ◦ x) ∨ (A− ◦ ¬x) = b is a bipolar fuzzy relation equation.

The developed procedure allows to compute exact solutions of the optimization problem instead of ap-
proximations. Furthermore, it is possible to obtain all the solutions of the problem instead of only one
solution.
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In Rough Set Theory some mechanisms have been considered to reduce the size of datasets without loss
of information. For instance, the notion of value reduct [2] arises to remove unnecessary information for a
specific object, allowing a data analysis at an object level. On the other hand, bireducts [3] propose to reduce
the sets of objects and aributes of a decision table simultaneously, obtaining different subtables without
redundancies or contradictions. Hence, the use of both notions in data analysis provides a higher reduction of
unnecessary data. This contribution is focused on the study of the relationship between bireducts and value
reducts, facilitating the computation of ones from the others and viceversa [1]. For instance, in information
tables, if a value reduct B for an object x is known, we can ensure the existence of a bireduct (X,B)
with x ∈ X . On the other hand, given all the bireducts with a fixed subset of aributes B, for the objects
belonging to all these bireducts it is possible to obtain value reducts B′ with the property that B′ ⊆ B.
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Fuzzy rough set theory can be used as a tool for dealing with inconsistent data when there is a gradual

notion of indiscernibility between objects. It does this by providing lower and upper approximations of
concepts. In this presentation, we will focus on some instances of the general class of fuzzy quantifier-
based fuzzy rough sets [1,2] (FQFRS). In these models the lower and upper approximations are evaluated
using binary and unary fuzzy quantifiers, respectively. One of the main targets of this study is to examine
the granular representation of different models of FQFRS. We aim to determine if the lower and upper
approximations of these models can be defined as unions of simple sets, i.e. fuzzy granules. These granules
have a meaning in terms of "if ..., then ..." fuzzy rules, hence every set that can be represented granularly
can be interpreted as a readable set of rules. These results have practical applications in the use of fuzzy
rough approximations in rule induction algorithms: the granular representation of the lower approximation
results in certain decision rules while the representation of the upper approximation results in possible
rules. The main results of this presentation are the granular representation of Choquet-based fuzzy rough
sets [3] and Sugeno-based fuzzy rough sets.
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Interpretability is the next frontier in machine learning research. In the search for white box models
— as opposed to black box models, like random forests or neural networks — rule induction algorithms
are a logical and promising option, since the rules can easily be understood by humans. Fuzzy and rough
set theory have been successfully applied to this archetype, o�en separately. As both approaches to rule
induction involve granular computing based on the concept of equivalence classes, it is natural to combine
them. The QuickRules[2] algorithm was a first aempt at using fuzzy rough set theory for rule induction.
It is based on QuickReduct, a greedy algorithm for building decision reducts. QuickRules already showed an
improvement over other rule induction methods, but we can further improve it by using fuzzy rough sets
based on ordered weighted average (OWA) operators[1], which reduces the impact of outliers, and by removing
redundant rules in a pruning step, without decreasing the accuracy. To evaluate the full potential of a fuzzy
rough rule induction algorithm, one needs, however, to start from the foundations. A fuzzy indiscernibility
relation divides the data space into fuzzy granules that can be combined in a boom up or a top-down way,
each giving a successful rule set. One also needs to decide what kind of rule set is required, i.e., what is a
minimal covering set of rules in this context, and is that desirable? Moreover, one should figure out how
to decide which aributes each rule would preferably involve, and how to perform the inference process.
Additionally, one should evaluate the effect of using OWA-based fuzzy rough sets on the performance of the
algorithm and the number of rules. Finally, a study evaluating the effect of a particular definition of the
indiscernibility relation should also be performed.
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In formal concept analysis, different methodologies have been developed to reduce the complexity of
data processing [2,3]. One of these techniques is the factorization of formal contexts, which provides smaller
contexts (subcontexts) easier to analyze. In [3], a method based on the operators of possibility theory was
proposed for spliing a formal context with Boolean data into independent subcontexts. Recently, an initial
study about the application of the (composition of) necessity operators, defined in possibility theory, in
classical FCA and in the fuzzy multi-adjoint framework [3] was presented in [1]. In this work, we continue
this previous study to extend the methodology given in [3] to the multi-adjoint framework. We address such
a task by means of a Boolean relation defined from the fuzzy relation of a given context. Then, we detail
under what conditions a (multi-adjoint) context can be factorized into independent subcontexts.
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Many fuzzy generalizations of formal concept analysis have been proposed in the literature. Specifically,
the fuzzy generalization of this theory within the multi-adjoint paradigm, based on adjoint triples, have been
widely developed, giving rise to important advances in aribute and size reduction mechanisms [2,3,4,5]. A
fundamental research line in formal concept analysis is the computation of relationships between aributes,
called aribute implications. Aribute implications are presented as an alternative to obtain rules that
model the given data set and contain the underlying information in it.

This paper will complement the work presented in [6], proposing a generalization of the usual definition of
validity presented in the residuated concept laice framework [1] to the multi-adjoint framework. Moreover,
the monotonicity property of the operator associated with the validity will also be analyzed.
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Formal Concept Analysis (FCA) and Rough Set Theory (RST) are two of the most important mathematical
tools in order to manage and extract information stored in databases. FCA and RST can be connected in
several ways, for example, the original representation of a given database is similar in both theories. They
are also extended to the fuzzy seing, introducing different approaches.

One of the most general fuzzy frameworks of FCA is multi-adjoint concept laices [3]. We also highlight
an intermediate FCA framework between the fuzzy and crisp approaches, in this framework either the
subsets of aributes or the subsets of objects remain crisp, meanwhile the other ones are treated as L-
fuzzy sets, which is called generalized one-sided FCA [2]. Recently, it has been proven that this framework
is a particular case of a multi-adjoint concept laice in which a le�-adjoint triple is considered [1].

On the other hand, multi-adjoint property-oriented and object-oriented concept laices [4] was developed
by blending the FCA and RST philosophy. Here, the conjunction and an implication of the adjoint triple
assigned to each aribute are considered in order to define the forming-concept operators, which are called
necessity and possibility operators.

The main goal of this paper is to develop a deep study of how these last theories are connected to
FCA, taking special interest in the le�-sided FCA framework, its translation into the property-oriented and
object-oriented concept laice frameworks, generalizing other existing works [5], and its application to the
development of aribute reduction mechanisms.
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Štěpnička, Martin, 5, 15, 20
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